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A B S T R A C T

We consider p ric in g  and resource a lloca tion  decisions in  stochastic networks  th a t provide 

Quality o f  Service (QoS) guarantees. Such networks model several networked systems, 

inc lud ing com m unication  networks th a t su p p o rt rea l-tim e services and supp ly  chains th a t 

emphasize custom er satisfaction. We focus in to  two instances o f these problem s: (i) revenue 

o r welfare m a x im iza tion  in  QoS-capable com m unica tion  networks, and ( i i)  inven to ry  con tro l 

in  supply chains subject to given QoS requirem ents.

Regarding prob lem  (i), we s tudy p ric in g  in  com m unication networks w ith  fixed routing  

tha t offer m u lt ip le  classes o f service. Prices fo r these services can depend on congestion con­

d itions and affect user’s demand. O u r m a in  resu lt is tha t static p r ic in g  is asym p to tica lly  

op tim a l in  a regime o f many, re la tive ly sm a ll, users fo r both  objectives o f  revenue and wel­

fare m ax im iza tion . In  particu lar, the perform ance o f  an op tim a l (dynam ic) p ric in g  stra tegy 

is closely m atched by a static p ric ing  po licy  w h ich  is independent o f congestion conditions. 

O ur analysis reveals the structure o f the asym p to tica lly  op tim a l s ta tic  prices. Using th is 

structure, and em ploying  a sim ulation-based approach, we can e ffic ien tly  com pute an effec­

tive po licy  fo r large networks, even away fro m  the lim it in g  regime. For the s im p le r case o f 

a single-node problem , we also develop an approxim ate dynamic program m ing  approach to 

compute nea r-op tim a l policies in  large systems.

We fu r th e r extend our setting by considering demand functions th a t  a llow  one service

iv
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class to  serve as a substitu te  o f  ano the r. For such networks, u nd e r ce rta in  conditions, we 

also show  th a t s ta tic  p ric ing  is a sym p to tica lly  o p tim a l in  the  same regim e o f  many sm all 

users.

R egard ing  problem  ( ii) , we s tu d y  QoS-capable supp ly chains consisting  o f a tandem o f 

p ro d u c tio n  fac ilities (stages). U nsa tis fied  external demand is backlogged. We quan tify  QoS 

by the  s tockou t p robabilities a t va rious stages. We propose p ro d u c tio n  policies in  two sepa­

rate cases: when each stage (a) has o n ly  loca l inventory in fo rm a tio n , and (b) has knowledge 

o f the to ta l downstream inventory. In  case (a) the proposed p o lic y  guarantees service level 

requirem ents. In  case (b) the proposed p o licy  minim izes expected inven to ry  costs subject to 

QoS constra in ts . In  bo th  cases p o lic y  parameters are obta ined  a na ly tica lly , based on large 

dev ia tions asym ptotics, which leads to  d rastic  com puta tiona l savings com pared to sim ula­

tion . O u r  m odel can accom modate autocorre la ted demand and p ro d u c tio n  processes, bo th  

c r it ic a l features o f m odem  m a n u fa c tu ring  systems. We dem onstra te  th a t de ta iled  d is trib u ­

tiona l in fo rm a tio n  on demand and  p ro du c tio n  processes, w h ich  is inco rpora ted  in to large 

devia tions asym ptotics, is c r it ic a l in  inven to ry  contro l decisions.

v
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Chapter 1

In trod u ction

1.1 Motivation and Literature Review

We consider p ric ing  and resource allocation decisions in  com m unication and supp ly  net­

works tha t can provide Q ua lity  o f Service (QoS) guarantees. In  general, such systems 

e x h ib it strong s tochastic ity  and are typ ica lly  referred to  as stochastic networks . Dem and 

fo r the com m unication services o r for the products o f  supp ly  chains are random . Packet 

generation processes in  the  In te rn e t are very bursty, w h ile  a t various stages o f a supp ly  

chain, the capacities o f  p ro du c tio n  and d is tr ib u tio n  fac ilitie s  could  also change over tim e. 

Recent developments have emphasized the im portance o f  QoS. In  com m unication networks, 

the emergence o f rea l-tim e tra ffic  (e.g., In ternet telephony, video conferencing, video-on- 

demand) imposes ra the r s tringen t QoS requirements. In  supp ly  chains, increasing com­

p e tit io n  has led to the desire to  devise p ro d u c tio n /d is tr ib u tio n  policies th a t guarantee a 

certa in  level o f QoS. To adequately quantify  QoS one needs to use performance m etrics th a t 

are hard to analyze. In  com m unication  networks, such m etrics include the p roba b ilitie s  o f 

packet loss or delay, and the b lock ing  p robab ility  o f connection  requests. In  supp ly  chains, 

such metrics include the stockout p robab ility  o r the p ro b a b ility  o f exceeding a prom ised 

de livery time. The o p tim a l a lloca tion  o f available resources is an ageless prob lem  th a t 

has found increased im portance  in  today’s com petitive  m arket environm ent. In  th is  thesis, 

we w il l  focus in to  two instances o f  resource a lloca tion  problem s in  stochastic networks: (1) 

p ric ing  in  m ultiservice com m un ica tion  networks, and (2) in ven to ry  contro l in  supp ly  chains.

In  bo th  cases the com p lex ity  o f  the problem w il l n o t a llow  us to  pursue exact analysis.

1
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Instead, we w il l em ploy pow erfu l asym ptotic techniques to  analyze the problem s in  well- 

m otivated lim it in g  regimes. Based on our asym p to tic  results we w il l develop policies tha t 

are efficient even away from  the lim itin g  regimes.

1.1.1 Pricing in M ultiservice C om m unication Networks

The In te rne t is a w orldw ide network o f com puter networks tha t use a com m on communica­

tio n  protoco l, T C P /IP  . In  the late 1960s, the Advanced Research P ro jects A d m in is tra tio n  

(A R P A ), a d iv is ion  o f  the U.S. Defense D epartm ent, developed the A R P A ne t to  lin k  to­

gether universities and high-tech defense contractors. In  the mid-1980s, the N a tio n a l Science 

Foundation (NSF) created the  NSFN ET in  o rde r to  provide connectiv ity  to  its  supercom­

pute r centers and to  provide o ther general services. The NSFN ET evolved d ire c tly  ou t o f 

AR PAnet and adopted the T C P /IP  protocol to  form  a high-speed backbone for the de­

veloping In te rne t. Follow ing th a t, the In te rne t grew rap id ly , in  terms o f  num ber o f hosts, 

number o f users, tra ffic  and also technology, and eventua lly  NSF decided th a t its  operation 

could be more effectively adm inistered by the p riva te  sector. In A p r il 30, 1995 N S FN E T 

ceased opera tion  as its  NSF fund ing ended. N ow  tra ffic  in  the U nited States is carried on 

several backbones operated by private, fo r-p ro fit enterprises (see [M B98]). In  th is  private 

setting, p ric in g  is becoming increasingly im p o rta n t as In ternet service providers need to 

develop efficient p ric ing  schemes to recover costs and fund  future expansions.

The most frequently used In ternet app lica tions are electronic m a il (e -m a il), file  trans­

fer and rem ote login. However, the converging d ig ita l technologies o f pub lish ing , telephony, 

television and computers are transform ing the In te rn e t in to  a unified integrated-service net­

work. D ig ita l video, audio, and interactive m u ltim e d ia  com m unication services are growing 

in  popu la rity  and have the po ten tia l to affect a ll sectors o f society worldw ide. T h e  m igra tion  

to  an integrated-service netw ork w ill have im p o rta n t im plications for m arket s tru c tu re  and 

com petition .

The curren t In te rne t offers a single service q u a lity : “ best e ffort”  service. Packets are 

transported first-come, first-served w ith  no guarantee o f success. Some packets may ex-

2
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perience severe delays, w h ile  others may be d ropped and never arrive . However, different 

streams o f da ta  place d iffe ren t demands on the  network. E -m ail and file  transfe r require 

100% data in teg rity , b u t  can tolerate delay. R ea l-tim e  voice broadcasts ty p ic a lly  require 

higher bandw id th  tha n  file  transfers, can on ly  to le ra te  m inor delays, b u t they can tolerate 

significant d is to rtion . R ea l-tim e  video broadcasts have low tolerance fo r delay and distor­

tion . Because o f d iffe ren t requirements, netw ork efficiency can be increased i f  the different 

types o f tra ffic  are trea ted  differently.

U n til recently, nea rly  a ll users faced the same p ric in g  structure  for using the Internet. 

Local ISPs rent a fixed bandw id th  connection from  backbone ISPs and were charged an 

annual fee, which allowed for unlim ited  usage up to  physical m axim um  flow  rate. The end 

users were also charged a fla t m onth ly fee for the  In te rne t service p rov ided  by the ir local 

ISPs. W ith o u t an incentive  to economize on usage, congestion can become q u ite  serious. I f  

everyone ju s t stuck to  A S C II e-mail congestion w ou ld  no t like ly  become a p rob lem . However 

the demand for m u ltim e d ia  services is g row ing d ram atica lly . A lth o u g h  adm in is tra tive ly  

assigning d ifferent p rio r it ie s  to different types o f  tra ffic  is appealing, i t  m ig h t be im practica l 

as a long-run so lu tion  to  reducing congestion because o f  the usual ineffic iency o f rationing, 

and because i t  is techn ica lly  hard to im plem ent.

A n  a lternative  approach for reducing congestion is overprovisioning. O verprovisioning 

means m a in ta in ing  su ffic ien t network capacity to  suppo rt the peak dem ands w ith o u t no­

ticeable service degradation. T h is  has been the most im p o rta n t mechanism used to  date on 

the Internet. However, overprovisioning is costly. G iven the explosive g ro w th  in  demand 

and the long lead tim e  needed to introduce new netw ork in fras truc tu re  and  protocols, the 

Internet may face serious problems very soon. Therefore it  is tim e  to  seriously examine 

incentive-com patible a llo ca tio n  mechanisms, such as various form s o f congestion pricing. 

We believe th a t p ric in g  o f  network services is becom ing increasingly im p o rta n t in  th is new 

environment. A p a rt fro m  a llow ing providers to  recover the ir opera ting  expenses and fund 

fu tu re  capacity expansions, i t  can lead to  more e ffic ien t use o f the netw ork resources by pro­

v id ing  sufficient incentives to  users. Perhaps m ore im po rtan tly , i t  enables the creation o f

3
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a healthy m arke t environm ent, where new netw ork services can be (p ro fita b ly )  introduced 

and sustained.

P ric ing  in  com m unica tion  networks has received a lo t o f a tte n tio n  in  the lite ra ture. 

M acKie-M ason and  Varian  [M M V94] proposed a “ sm art m arket”  where in d iv id u a l packets 

bid for tra n s p o rt w h ile  the network on ly  serves packets w ith  bids above a certa in  cu to ff 

amount, depend ing  on the level o f  congestion. K e lly  et al. [Kel97, K M T 9 8 ] consider charges 

that increase w ith  e ithe r realized flow ra te  o r w ith  the “share” o f the  netw ork consumed 

by a tra ffic  s tream . Several researchers have looked at packet-based p ric in g  schemes as 

an incentive fo r m ore efficient flow co n tro l (see e.g., Gibbens and K e lly  [GK99], La and 

Anantharam  [LAOO], K u n n iyu r and S rikan t [KSOO]). E q u ilib r iu m  p roperties  o f  bandw id th  

and buffer a llo ca tio n  schemes are analyzed by Low  [LowOO]. C la rk  [Cla97] proposes an 

expected capacity-based pric ing scheme where users are charged ahead o f  tim e  on the basis 

o f the expecta tion  th a t they have o f ne tw ork usage and excess packets are dropped at times 

o f congestion.

The emergence o f  real-tim e tra ffic  su b s ta n tia lly  complicates the p ic tu re  and requires 

QoS measures m uch harder to analyze (see [Kel96, BPT98a, B P T 98b , Pas99]). The net­

work m odel we w i l l  consider is more a pp rop ria te  fo r real-tim e tra ffic  th a t requires s tr ic t 

Quality o f Service (QoS) guarantees. Such guarantees can often be trans la ted  in to  a preset 

resource am ount th a t has to be a llocated to  a ca ll at a ll links  in  its  rou te  through the 

network. I f  the resource is bandw id th  th is  resource am ount can be some sort o f an effective 

bandwidth (see e.g., K e lly  [Kel96] fo r a survey o f  effective bandw id th  characterizations and 

Paschalidis [Pas99] fo r s im ila r notions in  a m u ltic lass setting). In  th is  se tting , K e lly  [Kel94] 

and C ourcoubetis  et al. [CKW 97] propose the  p ric in g  o f real-tim e tra ffic  w ith  QoS require­

ments, in  term s o f  its  effective bandw id th , and p rovide  approx im ations th a t on ly involve 

time and volum e charges.

In  th is  d isse rta tion , we consider the p r ic in g  p rob lem  in  a m u lti-se rv ice  com m unication 

network w ith  fixe d  rou ting . We propose p ric in g  strategies th a t a im  a t two d is tin c t ob­

jectives: e ithe r m a x im iz in g  the revenue o f  the  netw ork operator o r m a x im iz in g  the social

4
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welfare o f the  users. For the case o f  revenue m axim ization, we have essentially a problem  

o f yie ld  management, or revenue management . Y ie ld  m anagement can be described as the 

process o f  e ffic ien tly  u tiliz in g  the  lim ite d  available resources th ro u g h  p ric in g  o r o ther types 

o f actions. I t  is w ide ly practiced in  capacity-constrained service industries, such as airlines, 

hotels and car rentals (see [SLD92, Ash97, BM 95, K im 89a, K im 89b , CG95]).

Technically, the revenue m a x im iza tio n  problem  th a t we s tu d y  is s tru c tu ra lly  s im ila r to 

the w ork in  the  revenue management o f a irlines (see, [SSL97, G vR 97]). The  la tte r problem  

though is ty p ic a lly  form ulated as a fin ite  horizon (e.g., [G vR 97]), w h ich  is d ifferent than 

in fin ite  horizon  average cost setup. O u r w ork is also re lated to problem s o f admission contro l 

in  loss networks (see [Key90, O K 92 , Ros95, IS01]). T h is  lite ra tu re , however, assumes tha t 

the prices are fixed and is on ly  concerned w ith  admission decisions, w h ile  we wish to  study 

op tim a l o r near-optim a l p ric in g  schemes. A lso, we use a dec is ion-theore tic  framework under 

an e xp lic it m odel o f users’ reaction  to  prices (demand functions). S im ila r demand functions 

have been used in  [LV93] under a som ewhat different model.

1.1.2 Inventory Control in  Supply Chains

O ur focus thus fa r has been on th e  technology, costs and p ric in g  o f  the network transport. 

However m ost o f  the value o f the  netw ork is not in  the tra n sp o rt, b u t in  the value o f the 

in fo rm a tion  be ing  transported. T h e  advent o f the In te rne t and the  trend  o f g lobalization 

rad ica lly  transform ed the m anner in  w h ich  business and supp ly  chains axe being managed 

today. M anu fac tu ring  has recently  gone th rough  significant re s tru c tu rin g . A  recent survey 

[eco98] emphasized tha t “ no fa c to ry  is an island.” Companies are becom ing more global. 

They consist o f  factories, supp lie rs, d is trib u to rs , and custom er service centers scattered 

around the w orld . As a resu lt, m odern  m anufacturing enterprises have recognized tha t 

p roduction  can not be viewed separa te ly from  the physical d is tr ib u t io n  o f  goods. Instead, 

both a c tiv itie s  should be perceived as indispensable parts o f a supply chain  . Fortunate ly 

for the U.S. and  other in d us tria lized  countries, the higher-value pa rts  o f  these new global 

supply chains tend  to  stay w ith in  th e ir  borders. In  these countries, i t  is becoming more

5
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im p o rta n t to  manage su pp ly  chains, develop technology, and a ttend  to  custom er needs; 

labor intensive operations m ig ra te  to  places where wages are smaller. A t the same tim e , 

the explosion o f e-commerce has created a host o f new companies tha t need to  e ffic ien tly  

manage inventory in  supp ly  chains.

A n  a dd itiona l reason th a t led to th is  integrated v iew  o f  m anufacturing enterprises, b u t 

also, a key defin ing characte ris tic  o f the new environm ent, is th a t m anufacturing  is becoming 

more custom er oriented. In  an era o f increased com petition , customers are more dem anding 

and require  products delivered in  a tim e ly  manner wherever they happen to  be located. In  

add itio n  to  product fu n c tio n a lity , companies are recognizing the  significance o f Q ua lity  

o f Service (QoS) in  acqu iring  and m a in ta in ing  m arket share. E-commerce companies in  

p a rticu la r, have been more adept a t adopting new practices and emphasizing QoS.

O u r research ob jective  is to  develop effective policies fo r inventory contro l in  supp ly  

chains th a t address the d ifficu ltie s  present in  the new m anufacturing  environm ent. The  

fundam enta l trade-off in  inven to ry  con tro l is between producing , which accumulates inven­

to ry  and incurs inventory costs, and id ling , which leads to  stockouts and unsatisfied dem and. 

A  production policy resolves th is  trade-o ff and determ ines a t each po in t in tim e w hether the 

p roduc tion  facilities a t a ll stages o f the supply chain shou ld  be producing or id ling .

There  is a large lite ra tu re  on p roduction  inventory systems (see Kapuscinski and T ayur 

[KT99] fo r a survey). The single-stage, single-class, version o f  the problem is s ign ifican tly  

sim pler. I t  has been shown in  a varie ty  o f settings th a t a so called base-stock po licy  (p ro ­

duce when inventory falls below  a certa in  level and id le  otherw ise) is o p tim a l (see Evans 

[Eva67], Gavish and Graves [GG80], Sobel [Sob82], Federgruen and Z ipk in  [FZ86], A ke lla  

and K u m a r [AK86], and K apuch insk i and Tayur [K T 98 ]). In  m ultic lass single-stage systems 

the o p tim a l policy is not in  general known. In  these systems a production  po licy  involves 

bo th  id lin g  and scheduling decisions (deciding on w hich classes to  work on, i f  any). There  

have o n ly  been results for special cases (Zheng and Z ip k in  [ZZ90], Ha [Ha97], de V ericourt, 

Karaesmen and D a lle ry  [dVKDOO]) o r approxim ations and heuristics for the general case 

(W ein [Wei92], Pena-Perez and Z ip k in  [PPZ97], Veatch and W ein [VW 96], G lasserman
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[Gla96], and Bertsim as and  Paschalidis [BP01]). In  a m ultip le-stage, single-class system, 

and w ithout capacity l im its , C la rk  and Scarf in  th e ir  seminal paper [CS60] have shown the 

o p tim a lity  o f a p ro du c tio n  p o lic y  where each fa c ility  follows a base-stock p o lic y  based on 

the to ta l inventory availab le  in  the dow nstream  fac ilitie s  (we w il l re fer to  th is  as echelon 

inventory). T h e ir resu lt has been generalized in  several d irections (Federgruen and Z ip k in  

[FZ84], Chen and Song [CS01]). In  the more genera l case where capacity l im its  ex is t and 

demand and service processes are autocorre lated, such a policy is no t necessarily op tim a l. 

However the s im p lic ity  o f  its  s tructure  makes i t  a ttra c tive . Under a s im ila r echelon po licy  

Glasserman and T ayur [G T95] proposed a p e rtu rb a tio n  analysis approach to  com pute  the 

hedging points in  a capacita ted  single-class m u lti-s tage  system, and G lasserm an [Gla97] 

has developed asym pto tics  to  approxim ate s tockou t probab ilities under renewal demand 

and constant p ro du c tio n  capacities.

1.2 Contributions

In  th is d issertation, we focus in to  two instances o f  resource a llocation problem s in  stochastic 

networks: (i) revenue o r welfare m axim ization  in  QoS-capable com m unication netw orks, and 

(ii) inventory con tro l in  su pp ly  chains subject to  given QoS requirements. Because o f  the 

com plexity o f the problem s, analyzing them  e xa c tly  is in tractab le . Instead, we em ploy 

asym ptotic techniques.

1.2.1 Pricing in M ultiserv ice  C om m unication  Networks

We consider the p ric ing  p rob lem  in  a m u lti-se rv ice  com m unication netw ork w ith  fixed ro u t­

ing. D ifferent classes d iffe r in  bandw id th  requirem ents, demand patte rn , ca ll d u ra tio n , and 

routing. L inks in  the ne tw ork  have given fin ite  capacities and the to ta l resource requirem ent 

o f a ll calls using a lin k  canno t exceed the l in k ’s capacity. The network charges a fee per 

call which can depend on the  current congestion level, and which affects user’s dem and for 

calls.

7
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O ur w ork is closer to  Paschalidis and T s its ik lis  [PTOO] th a t considered p ric in g  o f m ul­

tip le  services sharing a single resource. T h e  s ing le-link  problem  can be form ula ted as an 

in fin ite  horizon, average reward dynam ic program m ing  (DP) problem . B u t fo r large-scale 

problems, i.e., when the system has many resources and provides m u ltip le  classes o f services, 

so lving the DP num erica lly  becomes im p rac tica l. We develop a num ber o f  approxim ation  

approaches, such as price  aggregation and approxim ate DP, by w h ich  we can obta in  sub- 

op tim a l dynam ic p ric in g  policies. Furtherm ore, we generalize the m a in  resu lt o f [PTOO] in 

a network setting. In  p a rticu la r, we show th a t in  a lim it in g  regime o f  “ m any sm all users,” 

laws o f large num ber take effect and a s im p le  sta tic  p ric ing  scheme is asym p to tica lly  o p ti­

mal. T ha t is, under s ta tio n a r ity  assum ptions, prices can rem ain fixed (d is t in c t for various 

classes) and i t  is not necessary to em ploy a dynam ic scheme accord ing to  which prices 

depend on the cu rren t congestion level. I f  dem and is nonstationary and  is characterized 

by tim e-of-day effects, w h ich  is w ide ly agreed to  be the case in  com m un ica tion  networks, 

the proposed p ric in g  scheme leads to tim e-o f-day pric ing. The “ m any sm a ll users” l im it ­

ing  regime we consider is qu ite  appropria te  for large networks such as the  In te rne t where 

(backbone) capacities are large and in d iv id u a l sessions or calls occupy a sm a ll fraction o f 

those capacities.

A  sta tic  p ric ing  scheme, such as the one we propose, has obvious im p lem enta tion  ad­

vantages: charges are predictab le  by users, evolve in  a slower tim e-scale th a n  congestion 

phenomena, and no e labora te  real-tim e m echanism is needed to  com m unicate prices to  the 

users. Moreover, as we w il l  see, prices can be computed in  large-scale systems, which is 

not the case w ith  the o p tim a l dynam ic p ric in g  scheme. To th a t end, fro m  o u r asym ptotic 

o p tim a lity  results we f irs t iden tify  an in s ig h tfu l, asym pto tica lly  o p tim a l, s tru c tu re  o f s ta tic  

prices under b o th  revenue and welfare m a x im iza tio n  objectives. A ccord ing  to  th is  structure 

prices depend on a parsim onious num ber o f  parameters. We then  em p loy  a s im ulation- 

based op tim iza tion  technique to tune those parameters. We report resu lts from  a number 

o f numerical experim ents, inc lud ing , a large-scale one, ind ica ting  th a t th is  approach yields 

near-optim al policies.

8

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

We characterize the rate a t which a static p ric in g  policy converges to op tim a l in  the 

regime o f m any sm all users. T h is  allows us to ob ta in  bounds on the subop tim a lity  gap o f 

static p ric in g  away from  the l im it in g  regime. We provide examples where such bounds are 

useful in  q u ick ly  assessing efficiency gains achieved by app rop ria te ly  scaling the system.

We also investigate dem and subs titu tion  effects. Namely, when the price for one class 

o f service is too  high, some o f  its  customers may choose another classes as an non-perfect 

a lternative. Hence, the price o f  a service w il l affect not on ly  its  own demand, bu t also 

demand fo r o th e r services. C ourcoubetis and Reim an [CR99] discuss ca lcu lating an o p tim a l 

s tatic p ric in g  p o lic y  in  the lim it in g  regime o f “many sm all users”  in  a single lin k  system w ith  

subs titu tion  effects. We su bs ta n tia lly  extend the ir fram ework in  a netw ork setting, and show 

that in  the l im it in g  regime o f m any sm all users, an appropria te  s ta tic  p ric ing  policy w ill be 

asym pto tica lly  o p tim a l fo r b o th  revenue and welfare m ax im iza tion  problems. Furthermore, 

the prices have a s im ila r s tru c tu re  w ith  the s im p le r case th a t does not take subs titu tion  

effects in to  account. A  sim ulation-based op tim iza tion  approach is again applicable to tune 

those param eters and y ie ld  near-op tim a l policies.

The  netw ork model we propose is general enough to  accom modate several s ituations o f 

p ractica l in terest. I t  can be seen as m odeling the p ric in g  o f b an d w id th  by a network provider 

who offers a m enu o f services to  users. Users can in  fact also be sm alle r “ re ta il”  providers, 

in  which case calls can be seen as v ir tu a l c ircu its leased from  the  backbone provider. The 

model cam also be seen as p ric in g  the use o f Web o r o ther servers by an application service 

provider: a “ ca ll”  is associated w ith  a transaction th a t requires cooperation from  a series 

o f servers, thus, i t  ties up a fra c tio n  o f the ir capacities u n til i t  is completed.

1.2 .2  In v e n to r y  C o n tr o l in  S u p p ly  C h a in s

As for the inven to ry  contro l in  supp ly chain management, we propose and analyze two 

base-stock p roduc tion  policies. O u r firs t policy uses on ly  local invento ry in form ation  a t 

each stage o f  the  supply chain. O u r second policy has s im ila r s tru c tu re  to the policy pro­

posed by C la rk  and Scarf [CS60], th a t is, each stage makes decisions based on the to ta l

9
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downstream inventory (echelon inventory). In  b o th  cases, we in troduce  constraints th a t en­

sure tha t stockout p robab ilitie s  stay bounded below given desirab le  levels. Such service-level 

constraints provide a m ore na tu ra l representation o f custom er satisfaction and are closely 

watched by m anufacturing  managers. Th is is in  contrast to  m ost o f  the work in  the lite ra tu re  

tha t considers policies m in im iz in g  expected linear invento ry  and backorder costs. O u r anal­

ysis is general enough to  accom modate dependencies in dem and and production  processes. 

In  practice, demand for various products m ight have s trong  corre lations w ith  a va rie ty  o f 

phenomena such as: sales events, weather patterns, state o f  the economy, etc. Moreover, 

m anufacturing fac ilities are stochastic and fa ilure-prone , w h ich  creates dependencies in  the 

production process. U nder such assumptions, ana lyzing s tockou t probab ilities exac tly  is 

intractable. We instead re ly  upon large deviations techniques th a t lead to asym p to tica lly  

tigh t approxim ations. As a resu lt, we are able to  a n a ly tica lly  ob ta in  the approp ria te  base- 

stock levels for bo th  polic ies we consider. Related techniques have been recently used by 

Bertsimas and Paschalidis [BP01] to  devise p roduction  po lic ies in  a multiclass, single-stage 

setting. A pp ro x im a tio n  techniques o f th is type, b u t in  the  s im p le r case o f renewal dem and 

and p roduction  processes, have been introduced by G lasserman [Gla96, Gla97].

On the technical fro n t, we have been able to  use the  fu l l power o f large deviations  

techniques to  accommodate tem pora l dependencies in  the dem and and production  processes. 

O ur results are "ne tw ork”  large deviations results (tandem  queues in  p a rticu la r). Such 

results have on iy  been ob ta ined  in  lim ited  network cases, as in  Bertsimas, Paschalidis, and 

Ts its ik lis  [BPT98b] w h ich  we use in  the case o f local in ven to ry  in form ation . O ur echelon 

inventory results take in to  account the strong coupling between d iffe rent stages o f the supp ly  

chain and, to  the best o f  o u r knowledge, are the firs t o f such “ ne tw ork” results to  do so in  the 

presence o f  stochastic and autocorre la ted demand and p ro d u c tio n  processes. I t  shou ld  be 

noted th a t stochastic p ro d u c tio n  processes suffice to  com plica te  the p icture  (see [B P T98b] 

on how the character o f the  departure process from  a G / D / l  is s ign ifican tly  a lte red  by 

in troducing  s tochastic ity  in  the service process). O u r echelon inventory m ain resu lt has 

an interesting in te rp re ta tion : i t  identifies a bottleneck stage whose production  capac ity  is

10
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^responsible”  fo r stockouts a t stage 1. B u t th is  bo ttleneck  stage is not necessarily the one 

w ith  the sm allest m ean capacity; i t  is determ ined by m ore deta iled d is tribu tiona l in fo rm a tion  

on a ll stochastic processes involved. In  th is  sense, such d is tr ib u tio n a l in fo rm a tion  is c ritica l 

in  m aking in ve n to ry  con tro l decisions.

O ur num erica l resu lts  demonstrate th a t the large deviations asym ptotics are accurate 

in  a wide range o f  desired stockout p robab ilities , in c lu d in g  re la tive ly large ones. Key to  

th is  are some heuris tics  we propose to com pute a p re fac to r in  front o f the large deviations 

exponential.

1.3 Organization of the Dissertation

The rem ainder o f  the  d issertation is organized as follows:

In  Section 1.4, we provide some background know ledge on dynam ic program m ing  and 

large deviations analysis. We w ill use these m a them a tica l tools in the subsequent chapters.

In  C hapter 2, we focus on pric ing  for a single resource and form ulate the problem s o f 

m axim izing revenue and social welfare as a dynam ic  program m ing problem. We derive 

properties o f  the  o p tim a l dynam ic po licy  and p rov ide  an upper bound on the  o p tim a l 

performance. We develop an approximate dynam ic p rogram m ing  approach for so lv ing  large 

problems e ffic ien tly . We also introduce the s ta tic  p ric in g , a suboptim al policy.

In  C hapte r 3, we consider the p ric ing  prob lem  fo r fixed-rou ting  m ulti-service commu­

n ication networks and show tha t s ta tic  p ric ing  is a sym p to tica lly  op tim a l in  a regim e o f 

many sm all users. For b o th  revenue and welfare m a x im iza tio n  objectives we characterize 

the s truc tu re  o f  th e  asym pto tica lly  o p tim a l s ta tic  prices. We employ a sim ulation-based 

approach to  com pute  an effective po licy away from  the lim it in g  regime. The approach can 

handle large rea lis tic , instances o f the problem . I llu s tra tiv e  numerical results are reported 

a t the end o f  the chapter.

In  C hapter 4 we extend the model we have considered in  Chapter 3 to incorpora te  

demand s u b s titu tio n  effects. O ur m ain results extend  to  th is  s itua tion  as well. Fo llow ing
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the developm ent o f  Chapter 3, we develop an upper bound on the  o p tim a l performance, 

establish the  a sym p to tic  o p tim a lity  o f  s ta tic  p ric ing , and characterize the  s tructure  o f the 

asym p to tica lly  o p tim a l static policy. In  the end o f the chapter, we discuss the asym ptotic 

o p tim a lity  o f  s ta tic  po licy  for welfare m ax im iza tion  problems w ith  dem and substitu tion  

effects.

We s ta rt the  discussion on supp ly  chain management w ith  the single-stage inventory 

contro l p rob lem  in  Chapter 5. We present o u r model and o b ta in  the  large deviations 

approxim ations on the stockout p ro b a b ility  and the inventory cost, w h ich  are bu ild ing  

blocks for ana lyz ing  m ulti-stage problem s.

In  C hapte r 6, we consider m u lti-s tage  supp ly  chains under a base-stock policy. Each 

stage has loca l inven to ry  in fo rm a tion  o n ly  and we want to satisfy the service-level constra int 

on the fin ished goods o f the supp ly  chains, i.e., m a in ta in ing  stockout p robab ilities  at var­

ious stages below  given thresholds. We propose a decomposition approach based on large 

deviations approx im ations and the resu lts we obta ined fo r single-stage system.

The po licy  ob ta ined  v ia  the decom position  approach, a lthough i t  m a in ta ins the service- 

level constra in t a t stage I ,  m ight no t necessarily be efficient in  term s o f  expected inventory 

cost. In fo rm a tio n  o f inventory a v a ila b ility  in  o ther stages m ight lead to  lower such cost 

by g iv ing  the o p p o rtu n ity  to trade -o ff invento ry  between d iffe rent stages, i.e., lower the 

required safety s tock in  stages where inven to ry  costs are h igh and compensate by increasing 

the safety stock in  stages where costs are lower. In  Chapter 7 we consider such a s itua tion  

where each stage has knowledge o f the  to ta l downstream inventory. We implement a so- 

called echelon base-stock policy. We analyze the supply chain under th is  po licy  using large 

deviations techniques and devise a p ro du c tio n  po licy th a t m in im izes expected inventory 

costs subject to  g iven service-level constra in ts. We also discuss extensions to  multiclass 

supply chains. N um erica l results fo r b o th  decom position approach and  the  m ulti-echelon 

approach are presented at the end o f  th is  chapter.

Sum m ary and  d irections for fu tu re  research axe in  Chapter 8.
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1.4 Preliminaries

In  th is  section, we provide some background knowledge on the  m athem atica l tools we w i l l  be

analysis ([DZ98, Buc90, SW95, DE97]). On dynam ic program m ing, we discuss in fin ite  

horizon, average reward problem s and the un ifo rm iza tion  o f  continuous-tim e M arkov chains.

o r the system  eventually enters a reward-free te rm ina tion  state , the o p tim a l to ta l expected 

reward w il l  be fin ite . However in  m any situations, d iscoun ting  is inappropria te  and there 

is no n a tu ra l reward-free te rm in a tio n  state. In  such s itua tions  i t  is often m eaningful to  

op tim ize  the  average reward per stage.

O n a no ta tiona l remark, we w il l be denoting a ll vectors using boldface and assume 

th a t they  are colum n vectors unless otherwise e x p lic it ly  specified. For example, we w il l  be 

w rit in g  x  =  ( x j , . . .  , x rn) to  id e n tify  the elements o f a vector x  € Rm .

The average reward per stage s ta rtin g  from  a state i  under po licy  tt in  an in fin ite  horizon 

problem  is defined by

the corresponding im m ediate reward a t time k. We w il l discuss the m axim ization  prob lem  

in w ha t follows; the m in im iza tion  problem  can be handled essentia lly the same way. The 

results in  th is  section can be proved under the fo llow ing assum ption.

using th rou g ho u t the thesis, in c lud ing  dynam ic p rogram m ing ([Ber95]) and large deviations

We also review  some basic results on large deviations, w h ich  w il l also help in  establishingg

some o f  o u r nota tion .

1.4.1 D ynam ic Program m ing

Infin ite H orizon Problem s w ith  A verage R ew ard P er  Stage

For in fin ite  horizon dynam ic program m ing problems, i f  the reward per stage is d iscounted

J x (i) =  J im  -J-E Y ]  g ( x - k , H k M )
jV—to o  /V Lfc=o

nv-L
x0 =  i  , i  =  1,... ,n , ( 1.1)

where x *  and /Zfc(xt) are the sta te  and the decision o f p o lic y  tt a t tim e k, and gk(') is
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A ssu m p tio n  A

One o f  the states, by convention sta te  n , is such tha t fo r some in teger m  >  0, and fo r  a ll  

in i t ia l  states and a ll policies, n , is v is ited  w ith  positive  p ro b a b ility  a t least once w ith in  the  

f irs t m  stages.

A ssum ption  A  can be shown to  be equivalent to the assum ption  tha t the special s ta te  

n  is recu rren t in  the M arkov chain  corresponding to each s ta tio n a ry  po licy  (see [Ber95]).

P ro p o sitio n  1.4.1 Under Assum ption  A , the fo llow ing hold  fo r  the average reward per 

stage problem:

1. The optim al average reward J ’  is the same fo r  a ll in it ia l states.

2. B e llm a n ’s equation takes the fo rm

J * + h * ( i ) =  m ax j g ( i,  u ) 4- 5 Z p i j ( u ) / i * ( j )  ) , i  =  l , . . . , n .  (1.2)
\  J

where J ‘  is the op tim a l average reward per stage, lA {i) is  the control space at state  

i ,  h * { i)  is the re lative o r  d iffe re n tia l reward fo r  state i ,  and fo r  the special state n , 

h *{n )  = 0 .

3. I f  a scalar J  and a vecto r h =  ( h ( l ) , . . . ,  h {n )) satisfy the B ellm an equation in  (1-2), 

then J  is the average op tim a l reward per stage fo r  each in it ia l state i :

J  =  m a x J r ( i)  =  J '{ i ) .  i  =  1 ,  n.7T

In  add ition, out o f a ll vectors h satisfy ing this equation, there is a unique vector f o r  

which h (n ) =  0. Furtherm ore, i f  p.* ( i)  attains the m axim um  in  Equation (1.2) f o r  

each i ,  the sta tionary po licy p *  is optim al, i.e., J f i- ( i)  =  J  fo r  a ll i.

T h e  com puta tiona l m ethods fo r so lv ing  the average rew ard  per stage problems inc lude  

value ite ra tio n , policy ite ra tio n , linear program m ing, and su b o p tim a l approaches such as 

adap tive  aggregations. We p rov ide  an in tro d u c tio n  to  value ite ra tio n .
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The most n a tu ra l version o f  the value ite ra tion  m ethod  fo r the average rew ard  problem 

is s im p ly  to  select a rb it ra r ily  a te rm ina l reward function , say Jo, and to  generate successively 

the corresponding o p tim a l fc-stage reward J k( i) ,  k  =  1 ,2 , . . .  T h is  can be done by executing 

the DP a lg o rith m  s ta r t in g  w ith  Jo, he., by using the recursion

J k + d i)  =  “ ax g ( i , u) +  V ^ p i j f u )  Jk ( j )  , i = , l . . . , n .
u V U )

The fc-stage average rew ard J k ( i) /k  w ill converge to the  o p tim a l average rew ard  per stage 

J *  as k —► oo, th a t is,

1i m ^ a . r .fc—>00 k

The value ite ra tio n  m e thod  above is simple and s tra igh tfo rw a rd , b u t ty p ic a lly  Jk diverges 

to  0 0  o r —0 0 , w h ich  makes the calculation o f limfc-».oo J k ( i ) / k  num erica lly  cumbersome. 

A lso th is  m ethod w il l  n o t provide  us w ith  a corresponding d iffe ren tia l reward vector h * . To 

bypass those d ifficu lties , we can consider an a lte rna tive  a lgorithm , know n as re la tive  value 

iteration:

Tt
h k + d d  =  m ax g { i,  u ) +  'S ^ P ij{u )h k { j )

u€W(i) '  j = 1

n

-  umaX) ^ ff(s ,u )  +  , t =  l , . . . , n ,  (1.3)

where s is some fixed state . Under Assum ption A , i t  can be shown th a t the ite ra tes h k(i) 

generated by (1.3) are bounded. I f  the ite ra tion  converges to  some vector h, then  we have

J  -h h ( i)  =  m ax I g (i,  u ) +- V 'p x J ( u ) / i* ( j )  I ,ue"(l) V U  )

and

J  =  I 9 (s ,u ) + y 2 p s j ( u ) h k ( j )
^U (s ) \ “
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By P roposition  1.4.1(3), th is  implies tha t J  is the  o p tim a l average reward per stage for a ll 

in it ia l states, and h is an associated relative reward vector.

U niform ization o f  a  C ontinuous-tim e M arkov C hain

For a continuous-tim e system w ith  a fin ite  num ber o f  states, we assume the tim e  interval 

t  between the tra n s itio n  to  state i  and the tra n s itio n  to  the next state  is exponentia lly 

d is tribu ted  w ith  param eter ^,(u), i.e.,

P [ r < t | * , u ]  =  i _ e - " d u ) t ?

and r  is independent o f earlier trans ition  tim es, states, and controls. The tra ns ition  prob­

abilities are p y (u ) ,  i  ^  j .  The parameter V i(u ) is referred to as the rate o f transition  

associated w ith  sta te  i  and control u, and is u n ifo rm ly  bounded in  the sense th a t for some 

v  we have

^ ( u )  <  v, fo r a il i ,  u  €  U { i) .

The average tra n s itio n  tim e associated w ith  state i  and control u  is E M  =  The

state and con tro l a t any tim e  t are denoted by x(£ ) and u ( f) ,  respectively, and stay constant 

between trans itions . We use follow ing nota tion :

tk'. The tim e  o f  occurrence o f the fcth trans ition . B y convention, we denote to =  0.

Tk =  tk — t k - 1 : T he  fcth trans ition  tim e in terva l.

Xfc =  x(ffc): We have x(<) =  x *  for tk <  t  <  tjt+ i- 

Ujt =  u (tk ): We have u ( f)  =  u t  for tk <  t  <  tjt+ i- 

We consider an average reward function o f the form

1 r r T  i 1 " r t \
J =  l im  - E /  g (x { t) ,u ( t ) )d t =  lim  — E /  s(x(£),u (£ ))d£

T-> oc T .Jo N—yoo £,v .Jo

where g is a g iven reward function. S im ila r to  d iscrete-tim e problems, a po licy  is a sequence 

7r =  {po> A* i ,  - • - } ,  where each y-k is a function  m apping  states to controls w ith  p , € U { i)  for
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a ll states i .  U nder 7r, the con tro l applied in  the in terval [£fc,tfc+i) is Pfc(xjt). The average 

reward for p o lic y  ir  is given by

•Ar(xo) = lim —E 
iV—>00 CjV

/•**+»
> . / 9 (xfc,̂ fc(xfc))dt
i-_ n  • ' £*Lfc=0

x 0 =  I =  1 , . . .  ,71. (1.4)

In  general, the trans ition  ra te  ^ i(u )  depends on the state and the  contro l, but we can 

convert them  to  a uniform  tra n s itio n  rate by allow ing fic titious  tra ns ition s  from  a state to 

itself. Let v  be a new un ifo rm  tra n s itio n  rate w ith  i'i(u )  <  u fo r a ll i  and u, and define new 

trans ition  p robab ilities  by

• 'i(u )^ ( u ) ,  if t#J,

1 - i f  i  =  j .

We can convert a continuous-tim e M arkov chain problem w ith  tra n s itio n  ra te  ^ ( u ) ,  transi­

tion p robab ilities  p i j ( u), and the average reward in  (1.4) in to  a d iscre te -tim e  Markov chain 

problem w ith  a un ifo rm  tra n s itio n  rate u, transition  p robab ilities  p tJ(u ) , the reward per 

stage

g i . u) =

and the average reward per stage as in  (1.1).

g(h  u)

1.4.2 L arge D e v ia tio n s

Consider a sequence o f i.i.d . random  variables X u  i  >  1, w ith  mean E [X i ]  =  X .  The strong
y n x  —law o f large numbers asserts th a t l~1 — converges to  X ,  as n  —> 0 0 , w ith  p robab ility  1

(w .p .l). Thus, for large n  the event X i  >  na i where a >  X ,  (o r X i <  n a , fo r

a <  X )  is a rare event. More specifically, its  p robab ility  behaves as e~nr(-aK as n —»• 0 0 , where

the function  r ( - )  determines the ra te  a t which the p ro ba b ility  o f th is  event is d im in ish ing.

Cramer’s theorem  [Cra38] determ ines r( - ) ,  and is considered the f irs t Large Deviations
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sta tem ent. In  particu la r,

r ( a )  =  sup ( 9a — lo g E [e ° 'V l]^ .

For random  variables, G a rtne r-E llis  Theorem  (see [Buc90] and [DZ98]) establishes a 

Large D evia tions P rinc ip le  (L D P ),  which is a genera liza tion  o f  C ram er’s theorem. Consider 

a sequence { S i , 52,. -. }  o f random  variables, w ith  values in  R  and define

An(0) — — lo g E [e 05" ].  (1-5)
n

For the  app lica tions we have in  m ind , Sn is a p a r tia l sum  process. Namely, S „ =

where X i ,  i  >  1 ,  are id e n tica lly  d is tribu ted , possible dependent, random variables. L e t

{S ra} sa tis fy  the fo llow ing assum ption.

A ssu m p tio n  B

1. T he  lim it

A (6) ±  lim  An{9) =  l im  - lo g E [e 05"] (1.6)
n—ioc n —>oo Tl

exists fo r a ll 9, where ± o c  are allowed both as elements o f  the sequence An (6) and as 

l im i t  points.

2. T he  o rig in  is in  the in te r io r  o f  domain D \  =  {6  \ A (9) <  oo} o f  A(0).

3. A (0 ) is d ifferentiab le  in  the  in te r io r o f  D \  and  the deriva tive  tends to in f in ity  as 9 

approaches the bounda ry  o f  D \ .

4. A (0) is lower sem icontinuous, i.e., lim in g -* .#  A (6n ) >  A (9 ), fo r a ll 9.

We w il l  refer to A(-) as the  l im it in g  log-m oment generating function . Let us also define

A *(a ) =  sup(0a — A (0 )) ,  (1-7)
o

which w i l l  be referred to  as the  large deviation rate fu n c tio n .

T h eorem  1.4.2 (G artn er-E llis) Under Assum ption  B, the fo llow ing  inequalities hold
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U pper Bound: F o r every closed set F

l im  sup — log P
n —roc ri

—  £ F  
n

<  — in f  A ’ (a). 
—  a € F

L o w e r B o u n d : F or every open set G

l im  in f  — log P
n —ro c  71 n

>  — in f  A '(a ) . 
— aeG

We say tha t {S n } satisfies a LD P  w ith  good rate fu n c tio n  A '(  ). The term  "good" refers 

to  the fact tha t the level sets {a  | A* (a) <  k }  are com pact for a ll k  <  oc, w h ich  is a 

consequence o f A ssum ption  B  (see [DZ98] fo r a p ro o f) . L D P  is satisfied by m any general 

processes, such as renewal processes, M arkov-m odula ted  processes, and s ta tio n a ry  processes 

w ith  m ild  m ix ing  cond itions (see [DZ95] and [C ha95]), th a t are w ide ly used in  m odeling 

tra ffic  in  com m unications networks, m anufacturing  systems and other areas.

The G artne r-E llis  Theorem  (Theorem 1.4.2) in tu it iv e ly  asserts th a t fo r large enough n  

and for sm all e >  0

P fSn € (na — ne .na  +  ne)] ~  e-nA  âK (1-8)

Th is  can be viewed as an extension o f Cram er's theorem  to autocorrelated stochastic pro­

cesses. The  no ta tion  should  be in terpreted as "asym p to tica lly  behaves": more rigo r­

ously, the logarithm  o f the p ro b a b ility  d iv ided  by n  converges to —A ’ (a). as n  —> oc.

I t  is im p o rta n t to note th a t A(-) and A*(-) are convex duals (Legendre transform s o f 

each other)[D Z98]. Namely, a long w ith  (1.7), i t  also holds

A(0) =  sup(0a — A * (a )) .  (1-9)
a

In  the sequel, we are also estim ating the ta il p ro b a b ilit ie s  o f the form  P [S n <  na\ or 

P [5 n >  na\. We therefore define large deviations ra te  functions associated w ith  such ta il 

p robab ilities. Consider the case where Sn =  X { ,  the  random variables X t . i  >  1,

being iden tica lly  d is tr ib u te d , and let m  =  E [X i ] .  I t  is easily shown (see Dembo and
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Zeitoun i [DZ98]) th a t A *(m ) =  0. Let us now define

A *+ ( a ) =  <

and

A * " ( a ) 4  <

A*(a ) i f  a >  77i 

0 i f  a <  m

A* (a) i f  a <  77i 

0 i f  a >  771.

(1.10)

(1.11)

Notice tha t A *+ (a) is non-decreasing and A* (a) is non-increasing fun c tio n  o f  a, respec­

tive ly. The convex duals o f these functions are

A + (6) 4
A(0) i f  e >  0

-Foe i f  9 <  0
( 1.12)

and

A - ( f l)  4
A (0) i f  9 <  0 

-Foe i f  9 >  0
(1.13)

respectively. In  pa rticu la r, A *~ (a ) =  supo(0a — A ~ {6 )) and A *+ (a) =  supo(0a — A + (0)).

Using the G artne r-E llis  Theorem  it  can be shown th a t for a ll a ,  e-i >  0 there exists no 

such tha t for a ll n  >  no

e-n(A-(«)+€2) < p[5n < na] < e-n(A- (1.14)

and

e-n(A*+(a)+e2) < p[5 n > na] < (,-n(A-+(tt)-el)>

O n a nota tiona l rem ark, in  the sequel we w il l  be deno ting  by

(1.15)

k=i
(1.16)
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the p a rtia l sums o f  the  random  sequence {ATt ; i  €  Z } .  W e w il l  be also deno ting  by A x ( - )  and 

A^-(-) the lim itin g  log-m om ent generating func tion  and the large devia tions ra te  function , 

respectively, o f the process X .
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Chapter 2

P ricing  in  C om m u n ication  S ystem s: 

Single-L ink  C ase

In  th is  chapter, we consider the p ric in g  p rob lem  fo r m ulti-service com m un ica tion  systems. 

We focus on the sing le  resource case and fo rm u la te  the  problem as a d ynam ic  p rogram m ing 

problem. We derive properties o f the o p tim a l dynam ic policy and prov ide  an upper bound 

on the o p tim a l perform ance. We propose an approxim ate dynam ic p rog ram m ing  approach 

for so lv ing large problem s efficiently. We also in troduce static p ric ing , a su b o p tim a l policy. 

O ur analysis can also be applied to  w elfare m axim iza tion  problems.

2.1 Problem Formulation

In  th is section, we in troduce  a deta iled m ode l fo r the operation o f the s ing le  resource. We 

adopt a m odel th a t has been in troduced  in  [PTOO]. We assume th a t the lin k  provides M  

classes o f  service to  its  customers and has a to ta l capacity C . Each c a ll o f class i  pays 

a fee o f Ui upon a rr iv a l, and the a rr iv a l processes o f a ll classes are Poisson. We assume 

the a rriva l ra te  o f  class i  calls is a know n fun c tio n  o f price Ui, w h ich  w i l l  be referred to 

as the demand fu n c tio n  and denoted by A i(u j) . We w ill w rite  u =  ( u i , . . .  ,u m )  and A =  

( A i( u i) , . . . ,  Am ( u \ [ ) ) .  We w ill be m ak ing  the  fo llow ing assum ption fo r dem and functions. 

A ssum ption  C

For every i  =  1 , . . . ,  M .  A ,(u,) >  0, a n d  there exists  a price  u I<max beyond which  A ,(u,) 

becomes zero. Furtherm ore, the func tion  A i(u i)  is  continuous and s tr ic t ly  decreasing in  the
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range u { 6 [0. i i i ,max]-

Due to  th is  assum ption, the demand is a t its  peak when prices are zero. We w ill use 

A0 =  (A Lio, . . . .  A a/ , 0  ) =  A(0) to  denote the  peak demand vector, where 0 is the vector o f 

a ll zeroes.

A  custom er o f  class i  requires r ,  u n its  o f bandw id th  and stays in  the system for an 

exponentia lly  d is tr ib u te d  time in terva l w ith  parameter m - We wrill w rite  r  =  ( n , . . . , r A / )  

and f i  =  /xjw).

Let Tii(t) be the  number o f customers o f class i  being connected a t tim e  £. We w ill 

make the convention th a t n,(£) is a righ t-continuous function o f tim e . The state o f system 

at tim e  £ can be identified by the vecto r o f ti,(£), i  =  1 , . . . ,  M ,  w h ich is denoted by 

n(£) =  ( n i( < ) , . . . , r iA /(t))- A  request o f  class i  can be accepted o n ly  i f  there is sufficient 

bandw id th  to  accommodate it ,  th a t is,

r '(n (£ )  +  e/) <  C,

where prim e denotes the transpose, and e, is the ith  im it vector, namely, a vector w ith  

a ll its  components zero except the i t h  com ponent which is equal to  one. Otherwise, the 

customer w ill be in form ed tha t the service is unavailable for now and the request w ill be 

lost. The state space for the problem  is

S =  { n  | r 'n  <  C ) .

A  p ric in g  po licy  is a rule tha t determ ines the pric ing vector u(£) =  (u i(£ ) , . . . ,  ua/(£)) at 

any tim e £ as a fu n c tio n  o f the state n(£). U nder the assumptions p u t in  place, for any given 

p ric ing  po licy  the  system evolves as a continuous-tim e M arkov chain  w ith  state n(£) G S. 

We are interested in  p ric ing  policies fo r tw o  d is tin c t objectives: revenue m axim ization and 

social welfare m axim ization .
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2 .1 .1  R e v e n u e  M a x im iz a tio n  P r o b le m

Let us f ix  a p ric ing  policy u(£). Assum ing tha t there is enough ban d w id th  to accept a class 

i  ca ll, the  instantaneous expected revenue rate from those calls is Xl (u l ( t ) )u i( t ) ,  since class 

i  a rriva ls  are Poisson w ith  rate Ai ( u i( t ) ) .  I f  there is not su ffic ien t bandw id th  to accept class 

i  calls we can, w ith o u t loss o f generality, set Ui(t) =  Ujjmax and b rin g  the instantaneous 

expected revenue rate to zero. Thus, the to ta l expected long-te rm  average revenue is given 

by

J =  [  \ i { u i ( t ) ) u i { t ) d t  =  lim  \ f  \ ( u ( t ) ) 'u ( t ) d t  . (2.1)
L - /0  J T-¥CC 1 IJQ

The above l im it  is easily seen to  ex is t fo r any p ric ing  po licy , because the state n  =  0,

corresponding to  an empty system, is recurrent.

2 .1 .2  W elfa re  M a x im iz a tio n  P r o b le m

To fo rm u la te  the welfare m ax im iza tion  problem, we w il l in te rp re t the demand model as 

follows. P o ten tia l calls o f class i  are generated according to  a Poisson process w ith  constant 

rate A,,o, w h ich  is the peak a rriva l ra te  o f class i  in troduced earlie r. A  po ten tia l ca ll o f 

class i ,  i f  i t  goes through, results in  a user u t i l i ty  o f Ui,  where Ui  is a non-negative random  

variable ta k in g  values in the range [0, u j)max]. Let / i(u * )  be the continuous p ro b a b ility  

density fu n c tio n  o f U{. We assume th a t a potentia l class i  ca ll decides to jo in  the system 

i f  and o n ly  i f  the u t i l i ty  i t  w il l e x trac t, Ui, exceeds the p reva ilin g  price u,. T h is  im plies

tha t class i  calls are realized according to  a random ly m odu la ted  Poisson process w ith  rate

Ai [u i{ t ) )  =  A ^oP ff/j >  U i(f)]. Furtherm ore, the expected u t i l i t y  conditioned on the fact 

th a t a ca ll has been established, under a current price o f u,  is equal to E [ C / )  | Ui >  u ,j. 

Hence, the  expected long-term average ra te  a t which u t i l i t y  is generated is given by

M
(2.2)
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T h is  is an objective o f  e xa c tly  the same form  as in  the  case o f  revenue m axim iza tion , except 

th a t the instantaneous revenue ra te  A o f  class i  is replaced by A;(ut )E[C/i | £/, >  U i(t)\. 

Thus, the two problem s can  be treated using the same set o f  tools. According to  the u t i l i ty  

assumptions p u t in  place we have:

/***»♦ m a x

\ i ( u i )  =  A ,-t0 /  f i ( v ) d v ,
JUi

and
/***«,m a x

A j ( n i ) E [ C / i  | Ui >  =  A ,?0 /  v f i{v )d v .
J u.

Exam ple: Suppose th a t the  u t i l i ty  derived from  a ca ll o f class i  is un ifo rm ly  d is trib u te d  

in  the range [0, u ;imax]. T h e n  the demand function  o f  class i  is

\ i ( U i )  =  \ i 0 ( l -------— — ^  ,
\  u i,max /

and

E [U i | Ui >  ^  -

2.2 Optimal Dynamic Policy

In  th is  section, we show how  to  obta in  an o p tim a l p r ic in g  po licy  using dynam ic program ­

m ing, under bo th  ob jectives o f  revenue and welfare m ax im iza tion . We derive some prop­

erties o f the o p tim a l polic ies. We firs t consider the revenue m axim ization  problem , then 

com m ent on the correspond ing results for the welfare m axim ization .

2 .2 .1  D y n a m ic  P r o g r a m m in g  F o rm u la tio n

Let C (n) be the set o f classes whose calls are lost a t s ta te  n , thus

C (n ) =  { i  | r '( n  +  e*) >  C, i  =  1 , . . . ,  M }  .
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O ur objective is to  fin d  an op tim a l p ric ing  s tra tegy  th a t maxim izes the expected revenue o f 

the firm  over an in f in ite  horizon, tha t is m axim ize the expression in  E qua tion  (2.1). From 

Assum ption C, the  co n tro l space for the prob lem  is

U  =  {u  | Ui E [0, Uiitnax], i  =  M ) .

Using the u n ifo rm iza tio n  technique for continuous-tim e M arkov chain, we ob ta in  the 

Bellm an equation  fo r the revenue m axim iza tion  p rob lem

J *  -I- h (n ) =  m ax
u  e u

X I XI  . xt

Y  V q  + Y  — +  e*) +  Y ~  ~ h (n  ~  e*')
.=i 

L * « C (n ) > €C (n )
(2.3)

n  €  S,
.= L

V  *« C ( n )

where u =  (^ i,o  +  y-i ) .

For s im p lic ity , we use H (n ,  u) to denote the expected revenue rate a t state n  under 

price u. A nd  we define the dynam ic p rogram m ing opera to r T  as follows: for any function 

/>  ( T f ) { n ) is defined to  be equal to the r ig h t-h an d  side o f  Equation (2.3), w ith  h replaced 

by / .  In  p a rticu la r, E qua tion  (2.3) can be w r itte n  as

J ' +  h (n ) =  max H (n .  u ) =  (T h ) (n ) ,  n  € S. (2.4)
u eu

The o p tim a l so lu tio n  to  the problem is the so lu tion  o f  the system o f  non linear equations 

in  (2.4). However, the  com puta tiona l com p lex ity  increases w ith  the size o f the state space, 

which is exponentia l in  the num ber o f classes M .  Fo r m ulti-c lass problem  w ith  large capacity 

C , it  is im p ra c tica l to  find  the optim a l price o f  each class by e ither so lv ing  the system o f 

nonlinear equations d ire c tly  o r using standard techniques such as value ite ra tio n  and policy 

ite ra tion  (see [Ber95]). To overcome the d ifficu lty , we w il l  examine a lte rna tive  approaches 

in  the fo llow ing sections.
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2 .2 .2  S o m e  G e n e r a l P r o p e r tie s

We present some properties o f the o p tim a l dynam ic policy. The firs t resu lt establishes the 

m onoton ic ity  o f the re la tive  rewards. I t  corresponds to the in tu itiv e  fact th a t i t  is always 

more desirable to  have more free resources, as they lead to add itio n a l revenue generating 

opportun ities in  the fu tu re  (see [PTOO] fo r the p roo f).

T h e o re m  2 .2 .1  ( M o n o to n ic i t y  o f  h (n ) ,  [PTO O ]) For a ll i  and a ll n  such that r ' ( n  +  

&i) <  C. we have h (n ) >  h (n  -I- e*), where e* denotes the ith  u n it vector.

T h e o re m  2 .2 .2  (T h e  in f in i te  b a n d w id th  case, [PTOO]) I f  there are no capacity con­

straints (C  =  oc), the optim al revenue is given by

M
=  m ax > Ai(u i)u i.  

ueu 
1̂ = 1

and the optim al price vector is some constant Uoc that does not depend on the state n . 

Furthermore, we have J * <  J ^ .

We now show th a t resource lim ita tio n s  always result in  h igher prices in  comparison to 

the unconstrained case.

T h e o re m  2 .2 .3  ([P T O O ]) There exists an optim al policy u* such that fo r  every state n . 

we have u * (n )  >  Uqo-

P ro o f: F ix  some state  n. From the Bellm an equation, we see th a t for a ll i  £ C(n), an 

optim a l price u,*(n) can be chosen by m axim iz ing

Ai{u i)u i 4- (h (n  +  e*) -  h {n)).

Consider a value o f u, which is less than  the i t h  component Uji00 o f Uqq. Then, A ,(u,)u i <  

■M«i,ooWi,oc7 by the de fin ition  o f UitOC. B y  Theorem  2.2.1, we have h (n  +  e,) — h (n ) <  0. 

Also, by m onoton ic ity  o f the demand function , we have A,(u,) >  A i(u i>00). Using a ll o f the

27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

above inequa lities, we obta in

A i(ui)ui +  ^  +  ei)  -  h(n)) <  4 -  e * )  -  h(n)).
v  i/

This implies th a t Ui cannot be s tr ic t ly  b e tte r than v.i>oa, and proves the  resu lt. ■

2 .2 .3  W e l fa r e  M a x im iz a t io n  C a s e

The case o f welfare m axim ization, can be treated s im ila rly . B e llm an equation  remains the 

same, except th a t the  reward rate A (u ) 'u  is replaced by A j( i i i )E [ { / i  I ^  — “ «']• As in  

Theorem 2.2.1, the re la tive rewards h {n ) are again m onoton ica lly  non-increasing in  n . I f  

the ban d w id th  is in fin ite , welfare is m axim ized  by a d m ittin g  every user, and the op tim a l 

price Uqo is equa l to  zero. For a fin ite  capac ity  network, the o p tim a l prices are non-negative, 

which provides a t r iv ia l extension o f T heorem  2.2.3.

2.3 Static Pricing Policy

The o p tim a l d ynam ic  policy has a num ber o f  drawbacks: it  (i) is co m p u ta tion a lly  hard to 

obtain, ( ii)  leads to  prices tha t fluc tua te  in  a very short tim e  scale, w h ich  is inconvenient 

for customers since they prefer to p red ic t th e ir cost in advance, and ( i i i)  requires im ple­

menting an e labora te  feedback mechanism to  communicate prices to  users. In  this section, 

we introduce a subop tim a l policy, to be called static p ric ing  s tra tegy and develop methods 

to ob ta in  an o p tim a l s ta tic  price.

We define s ta tic  p ric ing  to be the p o lic y  th a t keeps the price constant and independent 

o f the level o f  congestion, i.e.,

u(<) =  ( « ! , . . .  ,u m ) =  u , Vn e S .
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Therefore the  dem and function  is also constant,

A (u (£ )) =  (A l(u i ) , . . . , A A/ ( u a./)).

Under the  constant demand, fo r each class o f  service, there exist some states where the 

system does no t have enough resources to  accept a new request o f th is  class; then  the 

request is blocked. Let 7r(n) be the steady-state p ro b a b ility  o f  state  n , ^ n£tS 7r(n) =  1. 

The b lo ck ing  p ro b a b ility  o f service i  is g iven by

P |OSS(u ) =  5 2  * (n ) .
n  es 

■ € C ( n )

VVe are in terested in  ob ta in ing  the best s ta tic  p ric ing  policy. The  average revenue under 

price u  is
M

• / ( " ) =  52 ( 1 -  P f o s s ( u ) )  •
»=l

By so lv ing  the  fo llow ing  nonlinear p rogram m ing  problem, we o b ta in  an o p tim a l s ta tic  price 

and correspond ing revenue rate,

M

Js =  m a x ^ Z  -P fo s s (u ))-u eu . ,
1 = 1

We need to  ca lcu la te  the b locking p ro ba b ilit ie s  in  each ite ra tio n  o f the nonlinear o p tim iza ­

tion a lg o rith m , w h ich  is co m pu ta tiona lly  expensive. The fo llow ing  a lgo rithm  from  [Ros95] 

determines the  b lock ing  p ro ba b ility  fo r each class o f service.

A lg o r i t h m  2 .3 .1  Recursive a lgorithm  to calculate the blocking probabilities  p L » . -

1. Set <7(0) =  1 and g(c) =  0, fo r  c <  0;

2. F o r c =  1 , . . . ,  C , set
M

9(c) =  -  r t );r  //.*•
c *
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3. Set

4- For c =  0 , . . . ,  C , set

G =  '£ g ( c ) ;
c=0

q{c) = g ( c ) . 
G  7

5. For i  =  M , set

P !oss =  ^ 2  9(c)-
c—C —r, -T- L

The com putationa l com p lex ity  o f  A lg o rith m  2.3.1 is 0 ( C M ) ,  th a t is, linear in  the size 

parameters. B u t g(c) increases geom etrica lly w ith  respect to  A /s , so for a large system 

where the a rriva l rates are large, the a lgorithm  would encounter num erical problem s such 

as overflow.

Table 2.1 lists the num erical results fo r a two-class system w ith  Unear demand function : 

A i(u ,) =  XlQ — A ijU i, i  =  1,2. J * is the optim a l revenue ra te , J s is the revenue ra te  o f 

o p tim a l s ta tic  policy. Note th a t p i and p i in  Table 2.1 can be in terpreted as the p o te n tia l 

load o f the two classes on the lin k .

Ai,o Al, i n, — A l° A2,0 ^2,1 a A2.0 J *PI ~  in C /ri UlCfTl
40.0 4.0 1.032 350.0 35.0 1.129 952.63 945.79
40.0 4.0 1.032 500.0 50.0 1.613 1281.65 1270.4
80.0 8.0 2.064 350.0 35.0 1.129 977.28 965.33
80.0 8.0 2.064 500.0 50.0 1.613 1288.97 1273.9
160.0 16.0 4.128 1280.0 128.0 4.129 2235.13 2206.1
320.0 32.0 8.256 2560.0 256.0 8.258 2613.36 2588.9
640.0 64.0 16.512 5120.0 512.0 16.516 2820.47 2804.1

Table 2.1: Numerical results o f the optimal static policy for the two-class 
problem (C =  155, =  4, r 2 =  1, p i =  1, /x2 =  2).
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2.4 Price Aggregation Approach for Single-class Case

A n  a lternative  approach is so lving the DP by linear program m ing (see [Ber95]). The  op tim a l 

so lu tion, J ' , o f the D P  solves the follow ing Unear program m ing (LP ) prob lem ,

m in  J  (2-5)
y,/i(n)

s.t. J  - f  h (n) >  H (n ,u) fo r a ll n G S  and u E ld .

where H , defined in  (2.4), denotes the expected revenue rate a t a given s ta te  n  and price u. 

U nfortunate ly , fo r a system  w ith  large capacity, the d im ension and the num ber o f  constraints 

o f  th is  program  can be very large and its so lu tion  can be com putationaUy im p rac tica l. We 

propose a price aggregation approach, which is subop tim a l, for the single-class case.

Consider a single-class problem  where the state space is S  =  ( 0 , . . . ,  C }  and the contro l 

space is U  =  [0, u max|. We can form ulate the fo llow ing  LP  problem,

m in  J  (2.6)
J,h(n)

s.t. J  >  X(u )u  +  X (u )h ( l)  — A(u)/i(0), Vu G IA

J  >  A(u )u  -I- X (u )h (n  +  1) 4- nfj.h{n — 1) — (A(u) -I- n fi)h (n ), 0 <  n  <  C, Vu G U  

J  >  C fih (C  -  1) -  C fih (C ), Vu G U .

The dual problem  is

m ax
</(«.«)

c - 1EE g (n ,u )A (u )u  (2.7)
n = 0 u e u

s-t - T .  (?(0 ,tQ A (u ) - g ( l , u ) n )  = 0  
uew

^  (q(n  — 1, u )A (u ) — q (n , u)(A (u) -I- ny.) +  q(n  +  1, u )(n  +  1 )f i)  = 0 ,  0 <  n  <  C
u£U

5 3  ~  u ) H u ) — qiPi  u )Cfi )  =  o
u€W
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^ 2 ^ 2 < i ( n i u ) =  i
n=0 u & t

q (n , u ) >  0, n  =  0 . . . . ,C ,  u G W ,

where q(n, u )  can be in terpreted the steady-sta te  p robab ility  o f s ta te  n  under price u. 

T h e o re m  2 .4 .1  The optim al solution to the dual problem in  (2 .7 ) is

irn i f u  =  u ’ (n)
q (n ,u ) =  < (2 -8) 

0 otherwise.

where u ’ (•) is the optim al dynamic policy and irTl is the steady-state probability o f state n  

under this po licy.

P ro o f :  I t  can be seen tha t u*(C ) =  u max, so th a t A (u '(C ))  =  0. L e t 7rn be the steady-state 

p ro b a b ility  o f  sta te  n  under the o p tim a l po licy, where 7rn >  0 and

c
D  =  i-
n = 0

The o p tim a l revenue ra te  is

c  c - i
J m =  ^ ^ i r nX(um(n ) )u m(n ) =  nn\ ( u m(n ) )u * (n ) ,

B =0 B = 0

which is also the  o p tim a l value o f the LP  p rob lem  in  (2.6).

Note th a t q (n 1 u) given by E quation  (2.8) is a feasible so lu tio n  to  the dual problem

(2.7), since th e  constra in ts become the de ta iled  balance equations o f  the M arkov chain tha t

governs the evo lu tion  o f the system. The corresponding cost is g iven  by

C - i  C - 1EE q (n ,u ) \ (u )u  =  ^  Trn \(u * (n ) )u * (n )  =  J*.
n = 0 u&A  n=0

From the s tro ng  d u a lity  theorem, we conclude th a t Equation (2.8) is the  op tim a l so lu tion
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to the dual problem  (2.7).

To address the  com puta tiona l problem s associated w ith  large scale problems, we dis­

cretize u  in to  L  in tervals (o ro .a i), (0 1 , 0 :2 ), (o£,_t, a /.) , where Qo =  0, ao <  ••• <  a ^ ,

and o il — u max. Note tha t for any state  n  and price in terva l U} — ( a j_ i ,  or,), j  — 1 , . . . .  L , 

we define q ( n , j )  =  Yhueu, ?(n ’ u ) 35 tota^ steady-state p ro b a b ih ty  o f  s ta te  n  under price 

in  the in te rva l Uj.  B y the m o n o to n ic ity  o f  A(-), we obta in

q { n , j ) \ ( a t j )  <  5 2  q(n, u)A(u) <  q(n, (2.9)
u€Uj

Using the above inequality, we can aggregate the constra ints o f p rob lem  (2.7) over u, and 

obta in  the fo llow ing  LP  problem ,

C - l  L

Ifiax, 5 2  y ' ] 9 ( Tl’ i ) A(Q!i - l )0:j  (2.1.0)

L

s t - 5 2  ( 9 ( ° : i ) A(« j)  -  q ( i- J ) n )  <  o
j = i 

L

52 (9(0, j)A(Qj-0 - q ( l , j ) p )  >  0
j= l

L
Y. (q {n  -  1, j ) X ( a j)  + q(n  + 1 , j ) ( n  + 1 )fj. -  q ( n , j ) ( \ { a j - i )  + nfj.)) < 0, 0 < n < C  
j = 1

L

52 (? (n  -  l i7 ’)^ (Q !i- i)  +  <7(rc +  U j ) ( n  +  l ) n  -  q (n , j) { \ (o c j)  +  r i f i) )  >  0, 0 <  n  <  C  
j - 1

L

Y  (<?(<? -  l , j ) A ( a i ) -  q { C , j) C n ) <  0 
j = 1 

L

5 2  ~  1> j)A(a i - t )  -  <i(c d)C tJ.) >  0

j  =  L

5 1 5 2 ^ 7 )  = 1
n=0 J = 1
q ( n , j )  >  0, Vra, j .
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The aggregated LP (2.10) does no t have a so lu tion  o f  the  fo rm  (2.8). B u t m o tiva ted  by

(2.8), for a state n , we can construct a policy u(n ) as follows:

where

j '  =  arg max q{n. j ) ,  
j

i.e., u(n ) is the m iddle o f most like ly  price interval.

For the single-class system w ith  a linear demand fu n c tio n  A(u) =  Ao — A iu . Table  2.2 

reports num erical results o f the system w ith  different param eters (Ao, At and n ). The to ta l 

bandw id th  is C  =  30 and the ban d w id th  required for one connection is r  =  1. The o p tim a l 

revenue (dynam ic policy) is J ’  and the revenue o f the  o p tim a l s ta tic  po licy  is Js. We 

p a rtitio n  the con tro l space (feasible price) in to L  u n ifo rm  in tervals, J l is the o p tim a l value 

o f the aggregated LP  (2.10), J£ is revenue rate ob ta ined  by the  dynam ic po licy  u (n ). The 

po licy  we get fo r the first row o f  Table 2.2 is shown in  F igu re  2.1(a). The o p tim a l dynam ic 

po licy  is depicted in  Figure 2.1(c).

Ao M n — A°P ~  hCIt r Js L J l J l
60.0 5.0 1.0 2.0 167.68 165.92 80 175.83 167.62
50.0 5.0 1.0 1.67 121.48 120.70 60 127.39 121.43
50.0 5.0 0.5 3.33 92.49 91.12 140 96.98 92.40
45.0 5.0 1.0 1.5 99.82 99.43 50 104.80 99.79
45.0 5.0 0.5 3.0 79.47 78.30 130 83.25 79.38
45.0 5.0 0.2 7.5 42.03 41.57 260 44.05 41.81
45.0 0.5 0.1 15 232.18 230.60 410 243.47 229.55
45.0 0.5 0.05 30 12.28 12.23 790 12.87 12.20

Table 2.2: Numerical results o f price aggregation for single-class problem (C  =  
30, r  =  1), with uniform price interval.

I t  has been proved in [PTOO] th a t for the fin ite  capacity  single-class system, the o p tim a l 

price is a nondecreasing function  o f  the state (resources be ing  occupied), and from  Theorem  

2.2.3, the o p tim a l prices are always larger than the o p tim a l p rice  (constant) for the in fin ite
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capacity system. We observed tha t when the system  is nearly em pty, the o p tim a l price 

varies slow ly w ith  the state  n . Based on these observations, we can fo rm  p rice  intervals 

w ith  varied sizes, more specifically, we use large intervals for low prices and sm a ll intervals 

for high prices, to decrease the to ta l number o f  in terva ls  and guarantee su ffic ien t accuracy at 

the same tim e. Table 2.3 shows the results o f th is  approach. C om paring w ith  the approach 

o f un ifo rm  intervals, we can see tha t we can solve a sm aller LP  problem  to  o b ta in  an equally 

good resu lt. Figure 2.1(b) depicts the po licy ob ta ined  from  th is m ethod.

Ao Ai o =  - A°P nC/r ./* Js L J l J l
60.0 5.0 1.0 2.0 167.68 165.92 57 175.83 167.62
50.0 5.0 1.0 1.67 121.48 120.70 48 127.39 121.43
50.0 5.0 0.5 3.33 92.49 91.12 78 96.97 92.31
45.0 5.0 1.0 1.5 99.82 99.43 40 104.80 99.79
45.0 5.0 0.5 3.0 79.47 78.30 74 83.375 79.31
45.0 5.0 0.2 7.5 42.03 41.57 101 44.05 41.91
45.0 0.5 0.1 15 232.18 230.60 157 243.68 231.38
45.0 0.5 0.05 30 12.28 12.23 289 12.89 10.74

Table 2.3: Numerical results of price aggregation for single-class problem (C  =  
30, r  =  1), w ith varied price interval.

From these examples, we can see tha t using the  price aggregation approach, we can get 

a satisfactory dynam ic po licy  and w ith  this p o lic y  prices would change in  a  longer tim e 

scale than  the state n . Such a policy is more a ttra c tiv e  to im plem ent and m ore acceptable 

by users. Moreover, th is  approach provides an upper bound on the o p tim a l revenue which 

is useful in  assessing the degree o f su bo p tim a lity  o f suboptim a l policies. The  approach can 

be extended to m ulti-class case, bu t the n o ta tion  w il l be more cumbersome.

2.5 An Upper Bound on Optimal Revenue

In  most cases, i t  would be hard  to find the o p tim a l po licy  a n d /o r o p tim a l revenue rate, we 

have to therefore resort subop tim a l policies. T h e  c r it ic a l question is how do we determ ine 

th a t a suboptim a l po licy  is “ good enough” . To th is  end, in  th is  section we w i l l  o b ta in  an 

upper bound on the o p tim a l revenue rate.
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i
I

•"I

i
I

( a )  ( b )  (c)

F ig u re  2.1: The dynamic policy for a system with to ta l bandwidth C =  30,
which provides a single-class service (r  =  1). and Ao =  60, Ai =  5, f i =  1, (a)
by price aggregation with uniform interval; (b) by price aggregation with varied 
interval; (c) by value iteration for DP (optimal policy).

The idea is th a t w h ile  the system stays a t the  steady-state, the  mean arriva l and depar­

ture rate o f the custom ers are equal. As in  Section 2.4, we d iv id e  the  price in to  L  intervals, 

(a o ,a t) , (a i,  a 2), -. - , (£*£,-!, <*:,), where a<j =  0, a 0 <  - - - <  occ, and a l =  u max. Let ir(k )

be the steady-state p ro b a b ility  o f being in  p rice  in terva l k  and  n  the average num ber o f

the customers a t steady-state. The problem  is form ula ted us ing  the  flow balance equations. 

Consider a system w ith  M  classes o f service, and  let 7r(i, k ) be the  steady-state p ro ba b ility  

o f the price o f the i t h  type  o f service being in  price in te rva l k. T he  fo llow ing LP  problem  

provides an upper bound  on the op tim a l revenue rate.

max y Z 7r(i ^ ) A«(a A—O a t (2 - i i )
i k

s.t. 7r(i, k) =  1, Vi
k

T li l l i  >  E Ai(a&)7r(i, k ), V i
k

KiV-i <  ^ 2  Ai(arfc_ i)7 r(i, fc), V i 
k

y ]  n jr j  <  c
i

7r(i, k) >  0, V i, k

Tii >  0, V i.
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The com puta tiona l examples are given in  Table 2.4 and T ab le  2.5, where L  is the num ber o f 

price in terva ls and J l denotes the o p tim a l values o f the L P  in  (2.11). By solving a nonlinear 

p rogram m ing  (N LP) problem , [PTOO] provides another t ig h te r upper bound.

Ao Ai V- o =P uC/r J * L J l

60.0 5.0 1.0 2.0 167.68 10000 180.04
50.0 5.0 1.0 1.67 121.48 10000 125.03
50.0 5.0 0.5 3.33 92.49 10000 105.04
45.0 5.0 1.0 1.5 99.82 10000 101.27
45.0 5.0 0.5 3.0 79.47 10000 90.03
45.0 5.0 0.2 7.5 42.03 10000 46.84
45.0 0.5 0.1 15 232.18 10000 252.38
45.0 0.5 0.05 30 12.28 10000 13.09

Tab le  2.4: Numerical results of the upper bound for single-class problems (C =  
30, r  =  1).

At,o A i, i n  A  Ai.o A2,0 A2,l n i A  a2.o J* L J l~  m  C / r , P~ — h iC/ti

40.0 4.0 1.032 350.0 35.0 1.129 952.63 20000 972.95
40.0 4.0 1.032 500.0 50.0 1.613 1281.65 20000 1317.47
80.0 8.0 2.064 350.0 35.0 1.129 977.28 20000 1012.56
80.0 8.0 2.064 500.0 50.0 1.613 1288.97 20000 1329.89
160.0 16.0 4.128 1280.0 128.0 4.129 2235.13 20000 2349.78
320.0 32.0 8.256 2560.0 256.0 8.258 2613.36 20000 2725.89
640.0 64.0 16.512 5120.0 512.0 16.516 2820.47 20000 2915.03

T ab le  2.5: Numerical results o f the upper bound for two-class problems (C =  
155, =  4, r> =  1, [ i\  — 1, /zo =  -)■

2.6 Approximate DP Approach

For large, m ulti-class problem s, i t  is nearly impossible to  get the op tim a l dynam ic price 

th rough value ite ra tion , and even the price aggregation m ethod  in  Section 2.4 becomes 

im practica l. In  th is section, we explore an approxim ate dynam ic  program m ing approach 

through w h ich  we can ob ta in  a subop tim a l dynam ic policy.
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The  idea is tha t we s t i l l  use the LP fo rm u la tio n  in  Equation (2.5) to ob ta in  the  policy,

m in  J
J,h(n)

(2.12)

s.t. J  - t  h (n ) >  H (n ,  u), Vu 6 U , n £ S ,

where the  contro l space U. is discretized. W hen the  system is very laxge, we w il l have many 

feasible states n and large num ber o f (n, u) pairs. T h is  means the number o f variables 

(h (n ) and J )  and constra ints is very large, and the LP  problem  (2.12) is hard to  solve. To 

address th is problem, we approxim ate the rew ard function  /i(n) w ith  the linear fo rm

where t/> =  { ip i , . . .  ,ipfc) is a vector o f param eters, and Wk{n ) are given functions o f the 

state n . Th is  amounts to approxim ating  the reward function  / i(n )  by a linear com b ina tion  

o f K  g iven function  -u/fc(n ), k  =  1 , . . . ,  K .  I t  is then possible to determ ine ^  =  (Vh? • - •; ^ fc )  

by p lugg ing (2.13) in  H (n , u) in  the preceding linear program m ing problem. T h is  new 

prob lem  has a sm all num ber o f variables b u t s t i l l  many constra ints. We w ill use a cu ttin g - 

plane m ethod guided by s im ula tion. In  p a rticu la r, we in it ia lly  solve an LP  s im ila r to  (2.12). 

B u t its  constra in t is on ly  a subset o f the constra in t in  (2.12) corresponding to  ju s t  a few 

states, and for any o f those states, n, we select the price tha t m axim izes the instantaneous 

revenue rate H  as its  price,

Then we use s im u la tion  to  evaluate the perform ance o f this policy. S tarting  fro m  one o f 

these states, as the s im u la tion  goes on, the system w il l get to a new state n (no t inc luded 

in  the o rig ina l LP ). We check the constra ints J  4- h {h )  >  H { n, u) fo r tha t new sta te , and 

i f  for a ll possible prices, the constraints are satisfied, we find  the price th a t m axim izes 

the instantaneous revenue ra te  and use th a t as o u r po licy for th is  state and continue the 

s im u la tion ; i f  there are some constraints th a t are vio lated, we add the  vio lated constra in ts

(2.13)

u(n) =  m ax H (n ,  u).
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in to  the o rig in a l LP  p rob lem  and solve the extended problem , then update  the  p o lic y  and 

continue the  s im u la tion . Eventually, we w il l  f in d  a “good”  dynam ic po licy  fo r the  problem .

We present num erica l results for two exam ples to  show the efficiency o f the  approxim ate  

DP approach. In  those examples, we selected the  fo llow ing  approx im ation  fo r  the  reward 

function  h (n ):

/ i(n ) =  n 'Q n  +  c 'n ,

where Q  is an M  x  M  sym m etric  m a trix  and c is an M -d im ensiona l vector. M  is the  number 

o f classes. Here, we set the  relative reward o f  the  em p ty  state to be zero.

Exam ple 1 is a single-class system w ith  a to ta l b andw id th  o f C  =  30. T h e  bandw id th  

required fo r each connection is r  =  1. The dem and func tion  is linear, w h ich  has the form  

A(u) =  Aq — A itt. The parameters axe Aq =  60, A i =  5. The departure ra te  is fj, =  1.

I
I

I
1

( a )  T h e  r e la tiv e  re w a rd  ( b )  T h e  d y n a m ic  p o lic y

F ig u re  2.2: The numerical results for Example 1. The control space U  is 
discretized into L =  50 intervals. The revenue obtained from the approximate 
policy is 161.24, while the optimal revenue is 167.68.

F igure 2.2 depicts the  relative reward and d yna m ic  po licy  for the system in  Exam ple 1 

obtained by so lv ing  the  L P  w ith  the quadra tic  a p p ro x im a tio n  o f the re la tive  rew ard  function  

(compared w ith  the o p tim a l values). We can see th a t the  quadratic a pp ro x im a tio n  captures 

the basic feature o f the  re la tive  reward fun c tio n .

In  Exam ple 2, the system  w ith  to ta l b a n d w id th  C  =  155 provides two classes o f  service 

(M  =  2). The firs t class requires 4 units o f b a n d w id th , the second class requires 1 u n it o f 

bandw id th  (iq  =  4, =  1)- Both classes have linea r demand functions, the  paxameters
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are A^o =  40, A i j  =  4, Ao,o =  350, A>,i =  35. The  service ra te  is m  =  1 and fj.2  =  2, 

respectively. For th is  two-class problem, F igu re  2.3 depicts the dynam ic p o lic y  obta ined by 

the approxim ate DP, and  through the s im u la tio n , the revenue o f th is  p o lic y  is 920.529. The 

o p tim a l revenue is 952.63.

3
£

s
£

( a )  D y n a m ic  p o lic y  fo r c la s s  o n e  ( b )  D y n a m ic  p o lic y  fo r  c la s s  tw o

F igure  2.3: The numerical results o f the approximate DP for Example 2. The 
control space U  is discretized into L = 2 0  intervals. The revenue obtained from 
this approximate policy is 920.529. The optim al revenue is 952.63.

The most im p o rta n t advantage o f th is  app rox im a te  DP m ethod is th a t i t  can solve very 

large problems. Table 2.6 lis ts the num erical resu lts  o f th is m ethod fo r some large problems. 

For these problems, i t  is very hard to get the o p tim a l revenue. So we cannot guarantee the 

resu lt o f approxim ated D P  is close to  the o p tim a l value, bu t we believe th a t i t  is possible 

to  get a good po licy  i f  we can find an accurate and simple app ro x im a tio n  o f the reward 

function .

c ^1,0 ^ i , i r  1 Hi ■̂2 ,0 ^ 2 ,1 1*2 H2 J* *^simu J

10 40 4 4 1 350 35 1 2 164.63 159.54 188.76
155 40 4 4 1 350 35 1 2 952.63 920.53 972.95
155 70 4 4 1 550 35 1 2 - 2074.44 2260.99

1550 400 40 4 1 3500 350 1 2 - 8956.29 9729.53
8500 400 40 4 1 35000 3500 1 2 - 85430.68 87781.79

Table 2.6: Numerical results o f the approximate DP method for some two-class 
problems. J '  is the optimal revenue derived by value iteration, J  is the upper 
bound of the problem obtained by the way in  Section 2.5, JSimu is the simulation 
result w ith  the policy obtained from approximate DP.
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Chapter 3

P ric in g  in  C om m unication  System s: T he  

N etw ork  Case

In  th is  chapter, we consider revenue and welfare m a x im iza tion  problem s for fixed-routing  

m ulti-service com m unication networks and show tha t s ta tic  p ric in g  is asym pto tica lly  o p ti­

m al in  a regime o f many sm all users. In  particu la r, the perform ance o f  an op tim a l (dynam ic) 

p ric ing  s tra tegy is closely matched by  a su itab ly  chosen s ta tic  policy. For bo th  revenue and 

welfare m ax im iza tion  objectives we characterize the s tru c tu re  o f  the asym pto tica lly  o p tim a l 

s ta tic  prices. We employ a sim ulation-based approach to  com pute an effective po licy  away 

from  the lim it in g  regime. Num erica l examples are reported. The  approach can handle large 

realistic, instances o f the problem.

3.1 The Model of Multi-Service Networks

In  th is  section we w ill in troduce the m odel o f the m u lti-serv ice  network we wish to study. 

We consider a network w ith  L  links. The  capacity o f  each lin k  j  is Cj o f bandw id th  

for j  =  1 , . . . ,  L .  We w ill w rite  C  =  ( C i , . . . ,  C l ). T he  netw ork provides M  classes o f 

service. Each service class is d istingu ished by its demand pa tte rn , bandw id th  requirement, 

call du ra tion , and rou ting  through the  network. Classes have a fixed route  th rough the 

network. In  p a rticu la r, class i  requires r j i  un its  o f b an d w id th  from  lin k  j ,  for i  =  I , . . . .  M  

and j  =  1 , . . . ,  L .  The rou ting  m a tr ix  w il l be denoted by R  =  {Vyi}, i.e., an L  x  M  m a tr ix  

w ith  the ( j , i )  element being equal to  ry,. The route o f  class i  is characterized by the
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sequence o f  links - - - , j i ,  i t  traverses; we w ill denote i t  by

T l i  — { O t i  i j i i » • • - t j i i  ) I 1 — j i i  i • • • * j i i  — L ,  T j i k >  0 , k  — 1 , . . . , / } ,  I  1 , . . . ,  M .

We w il l w r ite  j  € lZ t i f  lin k  j  is any lin k  in  the sequence O n > ji-z- j i i ) - To exclude t r iv ia l 

cases, we w il l  be assuming th a t TZi ^  0 for each class i.  For a ll o the r links j  th a t are no t in  

route TZi i t  is understood th a t r j i  =  0.

As the  s ing le-link case, we assume tha t calls o f class i  =  1, —  , M  arrive according to  a 

Poisson process and stay in  the  system for a tim e in terva l w h ich  is exponentia lly  d is tr ib u te d  

w ith  ra te  m - Let n  =  ( / x i , . . .  , / x ^ ) .  The network charges a fee per ca ll o f class i ,  w hich 

can depend on the current congestion level and which affects user’s demand for calls. We w ill 

assume th a t the demand functions are known and denoted by  At (u t ) fo r class i.  i  =  1 , . . .  , M .  

We w il l w r ite  u  =  ( u i , . . . ,  u m ) and A (u ) =  ( A i ( u i ) , . . . ,  A W e  w il l be m aking  the 

same assum ption as A ssum ption  C in  Section 2.1 about dem and functions. We w il l use 

Ao =  (A^o, - • •, A,\/o) — A (0 ) to  denote the peak demand vector.

Let r i i ( t )  be the num ber o f  class i  calls tha t are in  progress a t tim e t. We w il l denote 

by n(£) =  (n i(£ ) , . . .  ,n ,\/(£ )) the state o f the system at tim e  t. A n  incom ing class i  ca ll is 

accepted i f  a ll the links a long its  rou te  have enough available bandw id th , tha t is, i f

R (n (£ ) +  e i) <  C ,

where e i is the zth u n it vector. I f  th is  la tte r cond ition  is v io la ted , an incom ing ca ll is rejected 

and lost fo r the system. Le t S  =  { n  | R n  <  C }  denote the  s ta te  space for the system, i.e., 

the set o f  states at which capacity  constraints are satisfied.

A  p ric in g  policy is a ru le  th a t determines the p ric ing  vecto r u(£) =  (u i(£ ) , . . .  ,u m ( t) )  

at any tim e  £ as a function  o f  the state  n(£). As in  C hapte r 2, we are interested in  p ric in g  

policies fo r revenue m ax im iza tion  and social welfare m ax im iza tion .
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3.1.1 Revenue M axim ization  P rob lem

The fo rm u la tion  o f revenue m axim iza tion  p rob lem  is the same as in  s ing le-link case. For 

a p ric in g  po licy  u ( t) ,  a t t im e  t, i f  there is enough bandw id th  to  accept a class i  ca ll, the 

instantaneous expected revenue rate from  those calls is Xt (u i( t ) ) u i( t ) ,  since class i  a rriva ls 

are Poisson w ith  ra te  A i(u i( t ) ) ;  i f  there is n o t suffic ient b a n d w id th  to  accept class i  calls we 

can, w ith o u t loss o f genera lity, set u ,(f) =  u t?max such tha t Xl (u l ( t))  =  0. Thus, the  to ta l 

expected long-term  average revenue is g iven by

3.1.2 W elfare M axim ization  P rob lem

As the sing le-link case, we associate a u t i l i t y  Ui w ith  a p o te n tia l ca ll o f class i .  U i is a 

random  variable in  [0, Uiimax] w ith  density fu n c tio n  f i ( u i ); p o te n tia l ca ll a rr iva l o f  class 

i  is a Poisson process w ith  ra te  A,to- Class i  calls are realized according to  a random ly  

m odula ted Poisson process w ith  rate A J u ^ i) )  =  Ao,iP[C/, >  U j ( £ ) ] .  The expected u t i l i ty  

cond itioned on the fact th a t a ca ll has been established, under current price o f Ui is equal 

to E [ C / ,  | Ui >  « j ] .  T he  expected long-term  average rate a t w h ich  u t i l i ty  is generated is 

given by

l — l

A ccord ing  to the u t i l i ty  assum ptions p u t in  place we have:

J im  f  X i(u i( t ) )E [U i \ Ui >  U i ( t ) ] d t  (3.2)

(3.3)

and

(3.4)
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3.2 Optimal Dynamic Policy

We w il l s ta rt the analysis by considering op tim a l (dynam ic) p ric ing  policies. U nder both ob­

jectives o f revenue and welfare m ax im iza tion  the problem can be form ula ted using stochastic 

dynam ic p rogram m ing (D P). We f irs t consider revenue m axim iza tion .

The state o f the  system n (t)  evolves as a continuous-tim e M arkov chain  and its to ta l 

trans ition  rate o u t o f  any state is bounded by

M
r c j i N

v  =  > A0,i -I- m  max —
\  ie t t i  Tji )

The M arkov chain can be uniform ized, leading to  a Bellm an equation o f the  form

J * +  h (n ) =  m ax 
iieu

^  A j(u i)u i +  +  e,) +  l̂ x h (n  — e j)
igC (n)  i£ C { a) i =  1

+  A -  h (n )
V *«C(n) U i = l  U J

• (3.5)

where i f  =  {u | 0 <  Ui <  Ui,max, V i}  is the set o f possible price vector and C(n) =  ( i  | R (n-f 

e.) £  C} is the set o f  classes whose calls cannot be adm itted  in  state n. Here J* and 

h(n) denote the o p tim a l expected revenue rate and the relative reward in  sta te  n. This DP 

form ula tion  is in  fact almost iden tica l to  the one in  Section 2.2.1, the on ly  difference being 

the de fin ition  o f C (n) which has been extended to  the network se tting . I t  has been argued 

there th a t the s tandard  in fin ite -ho rizon  average-cost dynam ic program m ing theory applies 

(see [Ber95]), thus, there exists a s ta tio n a ry  po licy which is op tim a l. We w il l  use u’ (n) to 

denote an o p tim a l p o lic y  to e x p lic it ly  ind icate  its  dependence on the state  o f  the system. 

Such a po licy  can be found by so lv ing  B ellm an ’s equation using s tandard  D P  algorithms. 

However, B e llm an ’s “ curse o f d im ens iona lity ” p roh ib its  us from  so lv ing  rea lis tic  instances 

o f the problem . Consequently, we are interested in  exploring sim pler, yet no t too far from  

the op tim a l, a lternatives. Before we proceed w ith  th is agenda we state  some properties o f 

the o p tim a l policy. These properties are simple extensions o f the results in  Section 2.2.2 for
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the s ing ie -link  system, thus, we o m it the proofs.

T heorem  3 .2 .1  1. (M onotonicity  o f  h(n)) For a ll i  and a ll n  such tha t R (n-Fei) <

C, we have h (n) > /i(n -he,), where e* denotes the ith  u n it  vector.

2. (T he in fin ite  bandw idth case) I f  there are no capacity constra in ts on a ll links in  

the netw ork (i.e ., Cj =  oo, V jJ, the op tim a l revenue is given by

M
Joo = m a x V A  i{ui)ui,

u  &U i=l

and the op tim a l price vector is some constant Uqq that does n o t depend on the state 

n. Furtherm ore, we have J '  <  J oo.

3. There exists an optim al policy u ’ such that fo r  every state n, we have u ‘ (n) > Uqo- 

The case o f  welfare m axim ization, can be treated sim ila rly .

Possibly the s im plest p ric ing  po licy is a s ta tic  policy defined as the  p o licy  under which 

prices axe fixed  to  some vector u independent o f the state o f the system . According to th is  

policy the system  evolves as a continuous-tim e M arkov chain w h ich  has a unique sta tionary 

d is tr ib u tio n . In  p a rticu la r, the steady-state d is tr ib u tio n  has a p ro d u c t fo rm  and under a 

static p ric in g  p o lic y  u is given by (see [Kel91] and [Ros95])

3.3 Static Pricing Policy

where G(u) is a norm aliz ing  constant g iven by

M

and P i(u i)  =  X i{u i) /m  is the load offered by class i.
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A cco rd ing  to  the  s ta tic  p r ic in g  p o lic y  the prices stay fixed  w h ich  results in  a constant 

a rriva l ra te  A(u) independent o f  the  state o f the system. As a re su lt we can not e lim ina te  

demand by  ra is ing  prices when availab le resources are not su ffic ien t to  accept a call. Thus, 

dev ia ting  fro m  o u r earlier convention, we w il l  be b locking calls th a t a rrive  to find  no suffi­

cient resources. Consequently, the  b lock ing  p ro ba b ility  has to  be taken in to  account when 

ca lcu la ting  revenue. The b lock ing  p ro b a b ility  o f class i  calls under s ta tic  po licy u is given 

by

Pioss(u) =  Y  (3-7)
{n | R (n+e,)£C }

The o p tim a l revenue by a s ta tic  p o lic y  is given by

iW
Js =  max J(u ) =  m a x J I  A ffu fju i C1 “  p ioss(u )) » (3-8)

u &A  u € U i=l

and i t  can be no b e tte r than the o p tim a l (dynam ic) revenue, i.e., Js <  J ' .

The  ca lcu la tio n  o f the o p tim a l s ta tic  revenue Js and the  correspond ing optim a l s ta tic  

po licy  us suffers from  a s im ila r “ curse o f  d im ensiona lity”  as in  the  case o f dynam ic policies. 

In  p a rtic u la r, to  calculate the b lock ing  p ro b a b ility  one needs to  com pute the steady-state 

p ro bab ilitie s  7rn(u) which depend on the norm aliz ing  constant G. C om puting  this constant 

for networks w ith  a rb itra ry  topologies is an NP-complete p rob lem  (see [Lou90]). E fficient 

schemes ex is t fo r special topologies and the so call reduced load approxim ation  can be used 

to app rox im a te  the blocking p ro ba b ilit ie s  in  a rb itra ry  networks (see [Ros95]). Num erical 

d ifficu lties , though , exist for the reduced load approx im ation  fo r large systems. To overcome 

high d im e ns ion a lity  problems we are interested in  scalable and e ffic ien t ways o f com puting 

ugood”  s ta t ic  policies.

For the  case o f  welfare m ax im iza tion , the  same discussion applies, w ith  A j(u i)u , replaced 

by At-(u i)E [C /i | Ui >  u,].
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3.4 An Upper Bound on Optimal Performance

We w i l l  next develop an upper bound on the op tim a l revenue J * .  Such a bound is useful 

because i t  can help us bound the su bop tim a lity  gap o f su b o p tim a l policies we consider in  

th is  thesis. I t  w il l  also be ins trum en ta l in  establishing o u r asym p to tic  o p tim a lity  results.

L e t us denote by u ,(A ,) the inverse o f  the demand fu n c tio n  A i(u j), which exists due to  

A ssum ption  C. Let us also denote define F i(A,) =  A jU j(A j) and F,(A,) =  A,E[C/j | U i >  

it, (A,-)], i  — 1 , f or  the case o f revenue and welfare m axim ization , respectively. We

assume th a t the functions F i are concave. Th is is true , fo r example, when the dem and

fu n c tio n  A j(u i)  is linear. The fo llow ing  theorem provides an upper bound on J m.

T h e o re m  3 .4 .1  Consider the fo llo w in g  nonlinear op tim iza tio n  problem

X I

max ^ ~ \ F i { \ i ) (3.9)
Ai>n, [= l

s.t. Ai =  T i i / X i , i  =  1, . . . ,  A f,

^   ̂ ^  Cj i  j  — 1 .
i

and le t J ub denote the optim al objective value. I f  F i(X i) is  a concave function  fo r  a ll i  =  

1 , . . .  , M ,  then J * <  J ub-

P ro o f :  Consider an op tim a l dynam ic p ric ing  po licy  u * .  W ith o u t loss o f generality, we 

assume th a t the price u* becomes large enough (e.g., u^max) and the a rriva l rate At (u * ) 

is equal to  zero, whenever the sta te  n  is such tha t a class i  ca ll cannot be adm itted  (i.e., 

R (n  -b e ,) ^  C ). In  the system ope ra ting  under the o p tim a l policy, we can view the a rr iv a l 

rate, A, , and the  number o f class i  customers in  the system , n^, as random variables. Let E [-] 

denote the expectation w ith  respect to  the steady-state d is tr ib u t io n  under th is  p a rtic u la r 

po licy  u ’ . A t  any tim e, we have 71,7^ , <  C j,  Vy, w h ich  im p lies  th a t Yh  E [n *]7 jj <  C j, V j.  

Furtherm ore, L it t le ’s law im plies E [A ,j =  p ,E [7 ij]. Thus, E [n ,],  E [A j], i  =  1 , . . . ,  M . fo rm  a 

feasible so lu tion  o f the problem  (3.9). Using the concavity  o f  F i and Jensen’s inequality, we
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have
M

Jub > £*i(E[Af]) > 53E[Fi(Ai)] = J*,
i=l

where the last equa lity  used the o p tim a lity  o f  the  po licy  under consideration.

3.5 Asymptotic Optimality of Static Pricing

We w ill now proceed w ith  establishing our m ain  results for the m odel considered in  Section

3.1, namely, the asym pto tic  o p tim a lity  o f s ta tic  p ric ing  and the deriva tion  o f guarantees on 

the subop tim a lity  gap away from  the lim it in g  regime.

The lim it in g  regime we w il l consider is one o f  “m any small users” , in  the sense tha t 

lin k  capacities become large compared to the b an d w id th  o f a typ ica l call. More specifically, 

we s tart w ith  a base system w ith  fin ite  demand fun c tio n  A (u) and fin ite  capacity C  and 

then scale by increasing b o th  demand and capacity  by a scaling factor c >  1. We w il l 

use a superscript c to  denote various quantities in  the scaled system. In  pa rticu la r, in  the 

scaled system the capacity is C c =  c (C \ , . . . ,  C l ) and the demand function  is g iven by 

Ac(u) =  c ( A i ( u i ) , . . . ,  A N o t e  tha t in  the revenue m axim ization  problem  we s im p ly  

scale the given demand function . In  the welfare m axim iza tion  problem  it  suffices to scale the 

peak demand rate as A§ =  cAo and keep unaltered the behaviour o f the users sum m arized 

in  the u t i l i ty  density function  /,-(u j) (see Section 3.1). This results in  a demand function  

A f(u j) =  cAo,jP[f7i >  « j]. The  remaining system parameters p  and R  are held fixed. The 

base system corresponds to  the  case c =  1.

In  the scaled system the upper bound, J^b, is obta ined by m axim iz ing  ^  c \ t (u i)u i in  

the revenue m axim ization  case and cA i(iti)E [£ /i | Ui >  u,] in  the welfare m axim iza tion  

case. The constraints in  the  upper bound ca lcu la tion  become

which are identica l to the constraints for the base system (cf. (3.9)). Hence, there exists

(3.10)
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an op tim a l so lu tion  u * b =  (u *b t , . . .  , u *b A/), w h ich  is independent o f  c, and i t  holds tha t 

J „b == cJ^b. In  p ro v in g  ou r asym ptotic o p tim a lity  resu lt we w il l firs t consider the  b locking 

probab ilities in  the  scaled system. We w il l use the  convention tha t fo r any s ta tic  p o licy  u 

for which A ,(u i) =  0, P foss(u ) =  0. We w il l denote by O  the set o f classes w ith  nonzero 

demand a t u ‘ b, i.e., O  =  { i  E { 1 , . . . , M }  | A ,(u *b j ) >  0 }. We w il l also denote by Oj, 

j  =  1 , . . . , L ,  the  set o f classes i  E O  th a t use l in k  j ,  i.e., Oj =  { i  E O \ r j i  >  0 }. We 

w ill assume th a t O  ^  0; otherwise Jub =  0 which can  on ly  happen in  the t r iv ia l  cases tha t 

C  =  0 o r X(u{) =  0 fo r a ll Ui and i. Recall also th a t  we have assumed TZk 7  ̂ 0; otherw ise 

class k can be e lim ina ted  from  the system. A l l  classes i  £ O are shut o u t o f  the  system 

under u * b, do n o t co n tribu te  to  the revenue o r th e  social welfare, and accord ing to  our 

convention have zero b lock ing  probability .

P ro p o s it io n  3 .5 .1  Consider either the revenue m ax im iza tion  problem o r the welfare max­

im ization problem and let u * b be the optim al so lu tion  to the upper bound problem  in  the 

scaled system w ith  param eter c. For any £ =  ( £ [ , . . . ,  exr) >  0> consider the s ta tic  policy  u £ 

given by u f  =  u * b l 4- £i, i  =  1 , . . . .  M . Let P ^ s(u £) be the blocking p robab ility  o f class k 

calls in  the scaled system, under policy u e. For every class k E O  and a ll c, we have

•where

(3.12)
ieOj

and

(3.13)

Furthermore, fo r  a ll k  E O  and j  E TZk, info>o 6) - 4  —oo as c —> oo and

(3.14)
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P ro o f:  Since e >  0 and due to  A ssum ption  C, A f(u f) =  0 fo r a ll i  ^  0  and a ll c. Thus, no 

customer exists in  the system from  those classes i  O  and accord ing  to  o u r convention the 

corresponding b locking  probab ilities axe zero. We w ill next concentrate  on classes i  G 0 .

Let n \  (respective ly n f ^ )  be the random  variable which is equal to  the num ber o f active 

class i  calls, in  steady-state, in  the scaled system, under prices u e and w ith  capacity cC 

(respectively, w ith  in fin ite  capacity). B y  de fin ing  the a rriva l processes in  these two systems 

on a common p ro b a b ility  space we can see th a t for a ll sample paths n \  is sm aller than n cioQ. 

Using th is  fact, fo r any class k  G 0  we have

<  P

U Y  r J 'n i  > c C J - r i k
je i tk  ieOj

U Y  r J l'n i,o o  >  c C j  ~  r j k
je K k i€0 }

(3.15)

In  the above, note th a t since k  G 0  and IZk 7  ̂ 0, there exists a t least one j  G Hk  and O j 

contains at least class k. Using the fact th a t u * b satisfies the cons tra in t (3.10), we obta in

p U  ^  ^ r J ' n i,o o  >  CC j Tjk

V
I U Y  rM<oc > Y

jeT ik ieOj jeTZk iec>j ieOj

c A i « b , i ) r j i

Mi
r jk

jeK k

s r  c s r ' cA‘K b .i)» ji
/  .  r j i n i,o o  >  . . .  r i k

ieo. ieOj Mi

(3.16)

where the last inequa lity  is due to  the fac t P f lJ j  X j\  <  Y lj  P [-^ j]-

Note next th a t the random variable  u f t0O is equal to the num ber o f  customers in  an 

M /M / 0 0  queue w ith  a rriva l rate c \ ( u f )  and service rate m  fo r each server. Its  moment- 

generating fu n c tio n  is

E [ e ^ . ~ ] = e ^ e9- 1).
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and by independence we obtain

E [eE '€°> =  exp ( c  Y ,  ( e°r j ' ~  0  }  •I i€0, J
Using the  M arkov inequality and the above, for any j  6  TZk and  9 >  0, we obta in

Y  r a n
c ^  V ' '  ' ^ ( U u b , i ) r J »

> c  X s  -------   r i k1,00

ieOj ieo. Hi

=  exp <
1) &r j i ^ i ( u ub,i)

<  E  ]  exp /  - f lc  ] T  +  gr j t
l  ^ O j  ^

' Z M n f K e ^ .

, t e O j  \

xp  I  c Y
I  i£Oj

A j i ( 9 )  +  6rjk  

=  exp {£ jfc(c ,0 ) }  . (3.17)

where AJj-(0) and £ jfc(c, 0) were defined in  (3.13) and (3.12), respectively. O ptim iz ing  the 

righ t hand side o f (3.17) over a ll 9 >  0 to  ob ta in  the tightest bound  yields

XZ r J*n i,oo >  C 
ieOj

(Uub,i)Tj i
   r i k

ieOj Hi
<  exp (3.18)

C om bin ing  (3.18) w ith  (3.15) and (3.16) yields

* fo i(u£) <  X Z exp { 1 5
je n k L _ J

which establishes the exponential bound  in  (3.11).

Let us now consider what happens as c -> oo. For large c, £ jfc(c, 9) w il l be dom inated
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by  c £ ie o ,  AJ i(0 )- A t 0 =  0,

£ A fz(0 ) =  ° ’
ieOj

9A .jj(0 ) _ *V i(A t(u f) -  Ai ( “ ub,i))

_  dd  rt_ n  UiieOj " - 0 t€Oj ^

Prom Assum ption C, for every i  €  O  and any e >  0 we have At (u f )  <  At ( n 'b l ). F u rthe r­

more, fo r every i  6  O j, r Jt >  0. Therefore, ]T i e 0  AJ,(0) achieves its  m in im um  over 6 >  0 

a t some 0 j(e ) >  0  a t w hich i t  holds YlieO j ^ j i ( ^ j ( £ )) <  0 - Note also tha t for a ll j  €  H k

o> o
A^ ( 0 ; ( £ ) ) + 0 ; ( £ ) r Jfc

ieOj

and for large enough c the r ig h t hand side o f the above is 0 { c  YheOj Af i ( ^ j  (£ ))) w bich 

converges to —oo a s c - +  oo. T h is  establishes (3.14). ■

R e m a rk s :

1. I t  should be noted th a t fo r sm a ll values o f c the b ound  in  (3.11) could be tr iv ia l,  

meaning tha t the r ig h t hand side m igh t be larger tha n  one.

2. As c -¥  oo, however, the bound in  (3.11) converges to  zero exponentia lly  fast like 

e x p { c £ l€0j A J ,(0 *(e ))}, where 0*(e) =  arg in f0 > 0 A £ (0 ) and Y lieO j <

0 .

We are now ready to state o u r asym pto tic  o p tim a lity  resu lt. We have seen th a t J^b is 

linear in  c. The op tim a l perform ance J * r  and the o p tim a l perform ance achieved by a 

s ta tic  po licy are also rough ly linea r in  c. Thus, we w il l d iv id e  such quantities by c to  make 

comparisons. The fo llow ing theorem  summarizes the resu lt.

T h e o re m  3 .5 .2  Consider e ithe r the revenue or the welfare m axim ization  problem and as-
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sume that the functions F i(X i) are concave. Then,

l im  - J bc =  Iim  - J ' c =  lim  - J ^ b.
c —>OC C  c —>0C C C—rOC C

Proof: To s im p lify  the expos ition  we w ill p rovide  the p ro o f for the revenue m ax im iza tion  

case: welfare m axim iza tion  can be treated s im ila rly . For some £ >  0. le t e =  £e, where e 

is the vector o f a ll ones, and consider the s ta tic  p r ic in g  po licy  ue given by u f  =  u *b t +  £, 

i  =  1 Let J c(u£) be the  resu lting average revenue, w hich is no more than  the

op tim a l s ta tic  revenue J£. Thus,

In  the last equa lity  above we used the fact th a t fo r  a ll e >  0 demand is zero at u£ fo r a ll 

classes i  £ O , and P roposition  3.5.1 for a ll classes i  €  O . Since the above inequa lity  holds 

for any e >  0 , we take £ —> 0 . w h ich  implies ue —> u*b and, by the co n tin u ity  o f the dem and 

functions,

t= i

O n the o the r hand, due to the su b o p tim a lity  o f  the  s ta tic  policy and Theorem  3.4.1, J£ <  

J ' ,c <  J £b =  c.J^h, and the resu lt follows. ■

Theorem 3.5.2 establishes th a t in  the lim it  c —>■ oo the upper bound o f Theorem 3.4.1 

is tigh t and the o p tim a l so lu tion  o f  the upper b ou n d  problem , w hich is a sta tic  policy, is 

asym p to tica lly  op tim a l. Furtherm ore, P roposition  3.5.1 can be seen as characteriz ing the 

rate o f convergence. T h is  characteriza tion  allows us to  determ ine how we should scale any 

given system to provide guarantees on the su b o p tim a lity  gap o f app rop ria te ly  chosen s ta tic  

pric ing  policies. The fo llow ing p ropos ition  describes the result. We state the result for the 

revenue m ax im iza tion  problem . I t  can be easily generalized to  the welfare m ax im iza tion
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problem as well.

P ro p o s it io n  3 .5 .3  C onsider e ither the revenue o r the welfare m axim iza tion  problem and 

assume that the fun c tio ns  F i(X i) are concave. Le t u * b be the optim a l so lu tion  to the upper 

bound problem o f  Theorem 3.4-1■ For any e =  (sq , . . . ,  £Ai) >  0 , consider the sta tic  policy 

ue =  u *b +  £ , and le t J c(u £) its performance. F o r any given 5 >  0, le t (c* ,e*)  be an 

optim al so lu tion o f the fo llo w in g  optim ization  problem

m in  c (3.19)
C , £

s.t. ( 1 +<f) J ^ A ^ u f J u ?  (1_ E e x p { ^ ^ CT̂ }  ]  ̂̂ 2xi«b,iXb.i 
t=i V je n ,  L -  1 / 1=1

e >  0 .

where ^ ( c ,  Q) is defined in  (3.12). Then, the performance o f the sta tic  po licy  u£ in  the 

c*-scaled system satisfies

P ro o f:  F ix  some e =  ( c i , . . .  ,£ \ [ )  >  0  and consider the s ta tic  p ric ing  p o lic y  ue resu lting  

in  average revenue or socia l welfare equal to «/c(ue ). Due to  the su b o p tim a lity  o f  the s ta tic  

policy, Theorem  3.4.1, and  P roposition 3.5.1, J c(ue ) satisfies

X f

, ' ) ^ n h  » * l | ih  * l | ih  ^  ^E  A i ( < b , i K b , i  =  - t f b  =  ^ u Cb >  ^ C ( U £ ) =
i= l

^A,(uf)uf(l -  P ^ (u e)) > ^Ai(uf)uf ( 1 -  E  exp{ j> S ^ C’^ i  ) ’ 3̂'21̂
i= i  1 = 1  \  /

Using the same argum ent as in  the p roo f o f Theo rem  3.5.2, we can firs t take c —> oc in  the

righ t hand side o f  the above and bring the b lo ck ing  p robab ilities  to  zero. I f  we then take

e —¥ 0  we conclude th a t the  r ig h t hand side o f  (3.21) converges to  its  le ft hand  side and the

inequa lity  is satisfied w ith  equality. Thus fo r any 6 >  0, we can find  a scaling fac to r c and
J C —JC( lle )a s ta tic  po licy  u £, such th a t ujc (uc) <  S, b y  so lv ing  the  op tim iza tio n  p rob lem  in  (3.19).
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M ore specifically, i f  (c* ,e*)  is an o p tim a l so lu tion  o f (3.19) we have

and the desired resu lt follows since >  J * 'c .

3.6 Structure of Asymptotically Optimal Static Pricing Pol­

icy

As we have seen the  o p tim a l so lu tion o f  the upper bound prob lem  o f Theorem  3.4.1 provides 

a s ta tic  p ric ing  p o lic y  which is a sym p to tica lly  op tim a l in  the regime o f  m any sm all users 

we considered. We w il l  next characterize its  structure. To th a t end, we w il l  view  the upper 

bound problem  (3.9) as one invo lv ing  o p tim iza tio n  w ith  respect to  u ,, ra the r than  A,-. We 

w il l also w rite  n , in  the form  A W e  s ta rt w ith  the revenue m ax im iza tion  problem.

3 .6 .1  R e v e n u e  M a x im iza tio n

The upper bound problem  becomes

max N A i(u i)u i (3.22)
u , '

Let q  =  (9 1 , . . . ,  q t ) >  0 be the Lagrange m u ltip lie r vector, where q j is associated w ith  the 

capacity constra in t on lin k  j .  W ritin g  th e  problem  in  (3.22) as a m in im iza tio n  problem, its 

Lagrangean fun c tio n  becomes

Ar  L ( M  . , . \

£(u, q) = - XJ A. tuiK + ̂ 2 ~  ~ r~ “ CJ j •
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A ssum ing an in te r io r so lu tion U{ €  (0, u t ,m a x ), Ui should m in im ize

(3.23)

Therefore, from  the first order o p tim a lity  cond ition  we o b ta in

(3.24)

T h is  s tru c tu re  is insightfu l. The f irs t term  is the rec ip roca l o f  the demand e lastic ity, pre­

te rm  is a usage-based charge. N otice, tha t by com plem entary slackness conditions q j =  0, 

i f  the correspond ing constraint is no t active, which can be in te rp re ted  as lin k  j  not be ing  

congested. O n  the other hand, i f  l in k  j  is congested (i.e., the  corresponding constra in t is 

satisfied w ith  equa lity  at the o p tim a l so lu tion), we charge each class a price qj >  0  per u n it

occupied tim es the expected ho ld ing  tim e. Thus, the second te rm  in  (3.24) includes a charge 

fo r vo lum e on congested links a long the route TZi o f  class i .

T h is  p r ic in g  s tructure  is appealing  from  an im p lem en ta tion  p o in t o f view. Large (back­

bone) netw orks m igh t typ ica lly  accom modate many service classes (num ber o f offered ser-

links. L a te r on we w ill use th is p r ic in g  structure  and o p tim ize  over the  shadow prices q  to  

ob ta in  nea r-op tim a l performance even away from the l im it in g  regime.

3 .6 .2  W elfa re  M a x im iz a tio n

The case o f  welfare m axim ization can be treated s im ila rly . Using (3.4) an in te rio r so lu tion  

Ui € (0 , U iimax) should m inim ize

scrib ing  th a t we should charge m ore to classes w ith  m ore ine lastic  demand. T he  second

o f volum e on lin k  j .  Here, we define as volume the q u a n tity  ry ,//x ,, which is the b a n d w id th

vices tim es num ber o f o rig in -destina tion  pairs), b u t consist o f  a re la tive ly  small num ber o f
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w hich is analogous to  the co n d itio n  in  (3.23) fo r the revenue m axim iza tion  case. Therefore, 

from  the firs t order o p tim a lity  cond ition  we o b ta in

As in  the revenue m ax im iza tion  case qj =  0 for non-active  constraints, thus, the  p ric in g  

s truc tu re  in  (3.25) prescribes a usage-based charge fo r volum e on a ll congested lin ks  a long 

the route 7 ^  o f class i.

3.7 Large Scale Problems

In  th is  section we discuss how the p ric ing  policies we have considered so fa r can be com puted 

and applied to  large scale systems.

Large networks consist o f  numerous classes (equal to  the  num ber o f offered services tim es 

the orig in -destina tion  pairs) and many links w ith  large capacities. As a result, the state 

space S  =  {n  | R n  <  C }  becomes enormous and i t  is in trac tab le  to com pute the o p tim a l 

(dynam ic) policy. One could  p o te n tia lly  leverage recent approxim ate dynam ic p rogram m ing  

techniques to compute an approx im ate ly  o p tim a l dyna m ic  policy. T h is  d irec tion  has been 

successfully explored in  Section 2.6 and [PTOO], and can be generalized in  the netw ork 

se tting . The sheer d im ens iona lity  o f the network p rob lem  though, makes the com pu ta tiona l 

e ffo rt more challenging.

In  this thesis we axe focusing on static p ric in g  polic ies because they are s im p le r and 

have significant im p lem en ta tion  advantages over dynam ic  ones; we have ou tline  those in  

the  In troduc tion . As we com m ented in  Section 3.3, com pu ting  the o p tim a l s ta tic  po licy  

exactly  is also com p u ta tion a lly  in tractable. Instead we w il l  experim ent w ith  the fo llow ing

w hich, by using (3.3), becomes

L
(3.25)
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two approaches to com pute effective s ta tic  p ric in g  policies:

1. P o licy  from th e U p p er  Bound. As we have seen the o p tim a l so lu tion  o f the 

upper bound problem  in  (3.9) forms a s ta tic  p ric ing  po licy  for our o rig in a l model o f 

Section 3.1. we have seen tha t in  the lim it in g  regime o f m any sm all users th is  policy 

is asym p to tica lly  o p tim a l. Furtherm ore, i t  is qu ite  easy to  obta in ; the ir com puta tion  

amounts to  solving a nonlinear p rogram m ing  problem  w ith  O (L )  linear constraints 

and O (M )  decision variables; for w h ich  effective a lgorithm s exist.

2. U sin g  th e  structure o f  asym p totica lly  optim al s ta tic  policy. A  concern w ith  

the s ta tic  po licy  from  the upper bound is th a t i t  m ight not perform  as w ell away from 

the lim it in g  regime. Some earlier experience w ith  the s ing le-link problem  indicates 

th a t its  asym p to tica lly  o p tim a l s tru c tu re  (given in  Section 3.6) is effective away from 

the lim it in g  regime b u t the values o f  the  various parameters m ight not be appropria te  

away from  the lim it.  M ore specifically, note th a t the s truc tu re  o f the policies in  Section 

3.6 depends on the selection o f a set o f  shadow prices (Lagrange m u ltip lie rs ) for the 

resources a t a ll congested links o f the netw ork. To improve upon the po licy  obtained 

from  the upper bound we seek to  op tim ize  the performance objective (revenue or 

social welfare) over those shadow prices. To th a t end, we employ a simulation-based 

m ethod ou tlined  in  the  fo llow ing subsection.

3 .7 .1  A  S im u la tio n -b a se d  M eth o d

The underly ing  idea is ra th e r simple and is the  basis o f so-called p e rtu rb a tion  analysis 

techniques (see Cassandras [Cas93], Fu and H u  [FH97] and references there in). We adopt 

the s truc tu re  o f the policies o f Sections 3.6 and 4.4 and view  them  as functions o f the 

Lagrange m u ltip lie rs  q j, j  =  1 , . . . ,  L. D u rin g  the  course o f a s im u la tion  o f the system we 

obta in  “grad ient in fo rm a tion ”  w hich is used to  op tim ize  over q j's . To tha t end, we w il l  apply 

a technique developed by M arbach and T s its ik lis  [M T01]. A lte rna tive ly , we could optim ize 

over prices d irectly , b u t the dua l approach o f  o p tim iz in g  over the Lagrange m u ltip lie rs  q3 is
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more preferable in  large networks since, typ ica lly , the num ber o f  classes is m uch larger than 

the num ber o f  lin ks . In  the rema in ing o f  th is  section we w il l  focus on revenue m axim ization  

in  the o rig ina l m ode l o f  Section 3.1. The  discussion read ily  extends to welfare m axim ization.

To fix  ou r n o ta tio n  fo r discussing the sim ulation-based op tim iza tion  m ethod, consider 

the po licy s tru c tu re  o f Equation (3.24), i.e.,

Ui =  - -
d \ i { u i) /d u i

. M .

To e xp lic it ly  denote th a t Uj is a function  o f q  =  (q \ , . . .  , <7£,), we w il l w rite  tq (q ) and be 

referring to  th is  as the "q  policy^. The  demand func tion  o f class i  also becomes a function 

o f q, we w il l w r ite  Aj (q).  In  the unifo rm ized d iscrete-tim e M arkov chain discussed in 

Section 3.2, the  tra n s itio n  p ro ba b ility  from  state  n  to  state  h  is given by

Pnn(q) =  P [ n ^ - f  1) =  n |n ( t)  =  n ,q ] =  <

A .(q ) /^

n m i/v

1 _  £  M s !
igC( n)

0

i f  n  =  n  -F et-, i  £ C(n), 

i f  n  =  n  — e i, 

i f  n  =  n ,
i

otherw ise,

where n ( t )  is the  state  a t discrete tim e  t and C(n ) =  { i  | R  (n  +  et ) ^  C } ,  defined in  Section

3.2, is the set o f  classes whose calls cannot be a d m itte d  in  state n. The instantaneous revenue 

rate a t state n  is given by

<7n(q) =  X I  
igC(n)

and the expected long-term  average revenue under po licy  q  is

J (  q) =  lim  —E  
T —> oo T t=0

The s im ulation-based op tim iza tion  a lg o rith m  o f [M T01] is for unconstrained problems
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and requires a num ber o f  techn ica l assum ptions to guarantee convergence, inc lud ing  th a t 

Pnn(<l) and <7n (q ) are bounded, tw ice  d ifferentiable, and have bounded firs t and second 

derivatives, and  th a t is bounded. A  demand function  sa tis fy in g  our Assum ption

C m igh t v io la te  these properties. Consequently, for the purposes o f  the sim ulation-based 

o p tim iza tion  we w il l replace A , (u t ) w ith  another (smoother) fu n c tio n  Ai(u i)  satisfying

1 . Ai(u i)  >  0  for a ll u* €  R;

2 . Ai(u i)  is s tr ic t ly  decreasing, bounded, and has bounded th ird  deriva tive  for a ll U{ 6  R:

3. fo r any g iven e >  0, Ai( u j)  satisfies |Aj(uj) — A,(u,)| <  e fo r a l l u, >  0; and

4. Aj(u,)u, and -M u* )/*Ui axe bounded fo r a ll u, >  0.

Such a m od ified  demand fu n c tio n  satisfies the properties on p nn (q )  and gn (q) mentioned 

above. Note th a t when Ui <  0, we have Ai ( u i) u i <  0 and in cu r a negative revenue, w h ich  

is worse tha n  se tting  Ui — 0. Therefore, the op tim a l so lu tion  o f  the sim ulation-based 

o p tim iza tion  w il l  correspond to  nonnegative prices.

To provide an example on how such a sm ooth demand func tion  A i( u i)  can be constructed 

consider the case o f linear dem and, i.e.,

A i{ui) = <
AijO A t i i u t , 0  <  U j <  U jjinax — a , i  ’

0  U i  >  U i  m a x -

(3.26)

Th is can be replaced w ith

A j(u i)  =  A£,o  , n 2Ai'° t i i /_  = 1  Vui e  R, (3.27)

+  e\ ] { Ui ~  x j )  + e  +  ( n*+  fer)

and some e >  0, which satisfies a ll requirem ents 1-4 stated above. B y  selecting a sm all 

enough e, we can make A*(u^) a rb it ra r ily  close to A i(tq ), for a ll u 2 >  0 (see F igure 3.1 fo r 

an example).
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F ig u re  3.1: A i(u») and Ai(u i)  of Equations (3.26) and (3.27), respectively, when 
A;,o =  40, Ai,i =  4, and e =  1.

For every q g  R1 , le t P (q )  be the transition, p ro b a b ility  m a trix  o f the M arkov chain

be its  closure. Obviously, the  M arkov chain correspond ing to every P  €  P  is aperiodic. 

The em pty  state n° =  0 is recu rren t for every such M arkov chain. Moreover, the system 

has f in ite  number o f states, th e  service rate is pos itive  fo r a ll classes, thus, there exists a 

number Nq, which is no m ore th a n  the to ta l num ber o f states, such th a t for every state n , 

and every collection o f { P i , . . . ,  P/v0} o f Nq m atrices in  P , we have

tim iza tio n  a lgo rithm  proposed there. The a lg o rith m  optim izes J (q )  over q  by estim a ting

w ith  entries pnn(q)- Let P  =  {P(q) | q €  R£ } be the set o f a ll such matrices and le t P

where [A]n no denotes the (n, n°) element o f the m a tr ix  A.

G iven these observations and  w ith  the m od ified  demand function  Aj(tq),  our se tting  

satisfies a ll the assumptions in  [M T01]. We w il l  a p p ly  the fo llow ing simulation-based op-

the gradient V J ( q) and u p d a tin g  q  in  a single sam ple p a th  o f the s im ula tion. The update 

can be taken e ither a t v is its  to  the  recurrent s ta te  n°, o r a t every tim e  step. We provide 

the a lg o rith m  tha t updates q  and  J  a t every tim e  step, where J  is the estim ate o f J (q ) .
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A lg o r i th m  3 .7 .1  ( [M T 0 1 ] )  A t a typical tim e  t, the state is n (£ ) , and the values o f  q(£), 

z (£), and J ( t )  are available from  the previous ite ra tion , z (t) is a vector o f  the same dimen­

sion as q . We update q  and J  according to

q ( £ 4 - l )  =  q ( £ ) (v</n(£)(q) +  (gn(/)(q) -  J(£))z(£))  

«/(£ +  ! )  =  • /(£ )  + 7 t ( £ ? n ( t ) ( cl )  —

We simulate a trans ition  to the next state n(£ 4- 1) according to the tra n s itio n  probabilities 

Pnn(q(£ +  1)). and f in a lly  update z by le tting

z ( t  +  1 ) =  <
0 ,

z (t) + ^~Pn(t)n(t-H )(q(t )) 
PnCtJnCt + ljCflCO) ’

i f n ( t  +  1 ) =  n° .  

otherwise.

The convergence o f the a lgo rithm  (w .p .l) to a s ta tionary  point o f  J (q )  (i.e., a po in t where 

the gradient is zero) is guaranteed by selecting appropria te ly  a stepsize 7 t (e.g.. 7 £ is d im in ­

ishing as in  7 f =  l /£ ) .

3 .7 .2  N u m e r ic a l R e su lts

In  this section we tackle, numerically, some illu s tra tiv e  network p ric ing  problem s using the 

ideas discussed on the m odel o f Section 3.1. We w il l present revenue m a x im iza tion  problems. 

The qua lita tive  conclusions would not be m uch d ifferent in  welfare m ax im iza tion .

A  F iv e -n o d e  N e tw o r k

O ur firs t example, depicted in  Figure 3.2, is a netw ork w ith  5 nodes, 4 lin ks , and 12 service 

classes. The lin k  capacities are shown in  the figure. The parameters fo r the  12 classes of 

services, are listed in  Table 3.1. The demand functions in  this example are linear and have 

the form  o f Equation (3.26). Table 3.2 compares the upper bound Jub (cf. Theorem  3.4.1) 

w ith  the two policies proposed in  Section 3.7, namely, the policy from  the upper bound and
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C , =  90

C, = 120 C-i = 100

C , =  110

i3

F ig u re  3.2: A 5-node, 4-link network with 12 service classes.

Class i Nodes L inks Bandw idth Requirem ent r, Demand F unc tion  Ai(u t ) Pi
1 1 , 0 , 2 1 , 2 1 150 — 75ui 5
2 1,0 ,3 1,3 1 150 — 60^2 5
3 1 ,0 ,4 1,4 1 250 -  125u 3 5
4 2 ,0 ,3 2,3 1 140 -  40u4 5
5 2 ,0 ,4 2,4 1 300 — 150^5 5
6 3 ,0 ,4 3 ,4 1 150 — 35^6 5
7 1 , 0 , 2 1 , 2 5 6  — u j 1

8 1,0 ,3 1,3 5 7 -  1.2u8 1

9 1 ,0 ,4 1,4 5 6 . 6  — 0 .8 1 /9 1

1 0 2 ,0 ,3 2,3 5 6  — 0 .6 uxo 1

1 1 2 ,0 ,4 2,4 5 6  — 0 .6 u n 1

1 2 3 ,0 ,4 3,4 5 6  — 0.5ui2 1

T ab le  3.1: The services provided by the network o f Figure 3.2.

the policy from  the  sim ulation-based o p tim iza tio n  approach. The corresponding prices are 

given in  Table 3.3.

We conclude th a t the optim ized version (v ia  the s im ulation-based op tim iza tion  ap­

proach) o f our a sym p to tica lly  optim al s ta tic  p ric in g  po licy is q u ite  close to  the optim a l. 

Note th a t the percentage gap in Table 3.2 is an upper bound on th e  subop tim a lity  gap. 

I t  should be noted th a t even this ra ther sm a ll network has large enough state space for 

com puting the o p tim a l policy.

I t  is perhaps o f in te rest to  use P roposition 3.5.3 to  compute by how  m uch we should scale 

the network to  achieve a given subop tim a lity  gap. Using the n o ta tio n  in troduced there, for
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cr J K b ) ■̂ sim Jub, •/aim x  100%
805.49 757.29 778.56 3.34%

T a b le  3.2: Comparing the various policies for the network o f Figure 3.2. YVe use 
./(u*b) and JSim to denote the performance of the policy obtained from the upper 
bound problem and the simulation-based optimization approach, respectively.

Policy Ui u 2 «3 u4 “ 5 “ 6 u 7 us Ug Uio U ll U12

u ,*h 1.03 1.28 1.03 1.75 1.00 2.14 3.82 3.74 4.95 5.00 5.00 6.00

Us‘ im 1.08 1.31 1.08 1.81 1.08 2.21 5.05 4.51 6.17 6.57 7.02 7.57

T a b le  3.3: The prices for the network of Figure 3.2 under the policy ob­
tained from the upper bound problem (u‘b) and the policy obtained from the 
simulation-based optim ization approach (u‘jm).

the ne tw o rk  o f F igure  3.2 we com pute th a t a su bo p tim a lity  gap o f  8 =  0.1 is guaranteed by 

scaling th e  netw ork by c =  10.75 and using policy u e w ith  e =  0.32e, where e is the vector 

of a ll ones. S im ila rly , 8 -- 0.05 is achieved w ith  c =  25.92 and e =  0.23e. F ina lly, 5 =  0.01 is 

achieved w ith  c =  211.82 and e =  O .le . Note tha t fo r s im p lic ity  o f  the calculations involved 

we on ly  considered e =  ee in  the o p tim iza tio n  problem  (3.19). T he  results can be im proved 

by considering  a rb itra ry  £. C learly, these guarantees come fro m  (crude) bounds on the 

blocking p ro b a b ility  and are not m eant to  be very tig h t. O u r op tim ized  policy (u ‘ im), fo r 

example, w ou ld  be much closer to  o p tim a l in  each o f those scaled systems. Nevertheless, 

P roposition  3.5.3 provides a s im ple way to quickly assess effic iency gains by scaling the 

system.

A  L a rg e -s c a le  N e tw o rk

The second exam ple, depicted in  F igu re  3.3, is a network o f a la rge r size (perhaps comparable 

to a backbone netw ork in the U.S.). I t  consists o f 9 nodes, 13 lin ks , and provides 59 classes

of services, the  parameters o f which are lis ted in  Table 3.4.

i Nodes (L inks) r ; A j(u j) Mi i Nodes (L in ks ) Ti A j( lti) Mi
1 1 ,0  (1) 1 300 -  120m 2 2 2 ,0  (2) 1 400 -  120u2 2
3 2 ,1  (8 ) 1 200 -  40u 3 2 4 3 ,0  (3) 1 250 — 50^4 2
5 5 ,0  (5) 1 400 -  80u 5 2 6 5,1 (10) 1 300 — 60^6 2
7 5 ,0 ,3  (5,3) 1 100 -  16u 7 2 8 5 ,1 ,4  (10 ,9 ) 1 200 — 50^8 2
9 6 ,1 , 0  (11,1) 1 200 -  40tt9 1 10 6,1 (11) 1 200 — 40uio 1
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i Nodes (Links) Ti A i(l* i) y-i i Nodes (L inks) n A i{ut ) ih

1 1 6 ,1 ,5  (11,10) 1 150 -  30i*u l 1 2 7,0 ,1  (6,1) l 300 -  40ui2 l
13 8 ,0  (7) 1 300 -  40ui3 l 14 8 ,0 ,1  (7 ,1) l 300 — 40ui4 l
15 8 ,0 ,2  (7,2) 1 2 0 0  — 40ui5 l 16 8 ,0 ,4  (7,4) l 1 0 0  -  2 0 i * 16 l
17 1 , 0  ( 1 ) 2 1 0 0  — 1 0 u i 7 4 18 2 , 0  (2 ) 2 80 — 8 u i 8 4
19 2 , 1  (8 ) 2 1 0 0  — 8 t*ig 4 2 0 3 ,0  (3) 2 1 0 0  — lO i^o 4
2 1 3 ,0 ,1  (3,1) 2 80 — 1 0 u 2 i 4 2 2 4 ,0  (4) 2 1 2 0  -  1 2 i i 2 2 2

23 4 ,1  (9) 2 1 2 0  — 10t*23 2 24 4 ,1 ,2  (9,8) 2 100 -  12l*24 2

25 5 ,0  (5) 2 80 — 8l*25 2 26 5 ,1  ( 1 0 ) 2 80 — 10l*26 2

27 5 ,1 ,2  (10,8) 2 100 — 8l*27 2 28 5 ,3  (5,3) 2 80 — 8i*28 2

29 5 ,1 , 4  (10,9) 2 80 — 10t*29 2 30 6 , 1 , 0  ( 1 1 , 1 ) 2 80 — 6 1 *3 0 1

31 6 , 1  ( 1 1 ) 2 1 0 0  — IOU31 1 32 6 , 1 , 2  ( 1 1 , 8 ) 2 1 0 0  — 8 1 *3 2 1

33 6 ,8 ,3  (13,12) 2 1 0 0  — 1 2 ^ 3 3 1 34 8 ,0 ,1  (7 ,1) 2 80 — 8 1*34 2

35 8 ,0 ,2  (7,2) 2 60 — 6 1 *3 5 2 36 8 ,0 ,5  (7,5) 2 60 — 8t*36 2

37 8 , 6  (13) 2 100 — IOU3 7 2 38 1 , 0  ( 1 ) 4 40 — 4 l * 3 8 1

39 2 , 0  (2 ) 4 60 — 5 ^ 3 9 1 40 2 , 1  (8 ) 4 80 — 12i*4o 1

41 3 ,0  (3) 4 40 — 4u4i 1 42 3,0 ,1  (3,1) 4 40 — 5t*42 1

43 3 ,0 ,2  (3,2) 4 40 — 6 1 *4 3 1 44 4 ,0  (4) 4 60 — 31*44 1

45 4,1  (9) 4 60 — 4 t i 4 5 1 46 4 ,1 ,2  (9,8) 4 60 — 4 t * 4 6 1

47 5 ,0  (5) 4 40 — 4 l i 4 7 1 48 5,1 ( 1 0 ) 4 40 — 21 *4 8 1

49 5 ,0 ,4  (5,4) 4 50 — 5 ^ 4 9 1 50 6 , 1 , 0  ( 1 1 , 1 ) 4 50 — 5i*5o 4

51 6 , 1  ( 1 1 ) 4 50 — 4 u 5 i 4 52 6 , 1 , 2  ( 1 1 , 8 ) 4 60 — 4 l * 5 2 4

53 6 ,8 ,3  (13,12) 4 60 — 6 1 *5 3 4 54 6 ,1 ,5  (11,10) 4 30 — 3 U5 4 2

55 7 ,0  (6 ) 4 60 — 3u55 4 56 7 ,0 ,2  (6,2) 4 40 -  4t* 5 6 2

57 7 ,0 ,3  (6,3) 4 2 0  — 4 U 5 7 2 58 7 ,0 ,4  (6,4) 4 30 — 3l*58 2

59 8 ,0  (7) 4 60 — 6 i * 59 2

Table 3.4: The services provided by the network o f Figure 3.3.

Tab le  3.5 compares the uppe r bound Jub (cf. Theorem  3.4.1) w ith  the  two policies 

proposed in  Section 3.7, namely, the policy from  the uppe r bound and the p o lic y  from  the 

sim ulation-based op tim iza tio n  approach. Again, we observe th a t JSjm is q u ite  close to the

•Aib J «  b) •Aiim /ub. ./sim. x  1 0 0 %h
12597.6 12117.4 12209.6 3.08%

T ab le  3.5: Comparing the various policies for the network of Figure 3.3. We 
maintain the notation o f Table 3.2.

op tim a l.

As in  the  firs t example, we use P roposition 3.5.3 to  com pute by how m uch we should
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F igu re  3.3: A  9-node. 13-link network w ith 59 service classes. The link ca­
pacities are C t =  S40. C-2 =  420, C3 =  420, C., =  420, C5 =  420, C6 =  300, CT =  
420, C8 =  420, C9 =  420, Cio =  420, C n  =  420,C V2 =  210, and C l3 =  420.

scale the network to  achieve a given subop tim a lity  gap. We ob ta in  th a t a subop tim a lity  

gap o f S =  0.1 is guaranteed by scaling the netw ork by c =  3.30 and using po licy  ue w ith  

e  =  0.59e. S im ilarly, 5 =  0.05 is achieved w ith  c =  10.74 and e =  0.38e. F ina lly , S =  0.01 

is achieved w ith  c =  218.07 and e =  0.12e. The firs t tw o cases (S =  0.1,0.05) y ie ld  scaling 

factors th a t are even sm alle r than  the corresponding ones in  the firs t example.
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Chapter 4

P ric in g  in  C om m u n ication  N etw ork s w ith  

D em an d  S u b stitu tio n  E ffects

In  th is chapter we w il l  extend the model we have considered so far to  inco rpora te  demand 

subs titu tion  effects. In  particu la r, the m odel in troduced in  Section 3.1 assumes tha t the 

demand o f each class Ai(u {) is function  o f  the  price for tha t class only. We are interested 

in  considering the  s itu a tio n  where users m ig h t decide to use another class o f  service as a 

(non-perfect) su b s titu te  o f the ir desired class i f  the la tte r one ends up be ing  very expensive. 

O u r m ain results extend to th is  s itu a tio n  as w e ll. We w ill present a m odel th a t accounts for 

such su b s titu tio n  effects in  Section 4.1. F o llow ing  the development o f the  previous chapters, 

we w ill develop an upper bound on the o p tim a l performance in  Section 4.2, establish the 

asym pto tic  o p t im a lity  o f s ta tic  p ric ing  in  Section 4.3, and characterize the  s tructu re  o f the 

asym pto tica lly  o p tim a l s ta tic  po licy  in  Section 4.4. Num erical results are in  Section 4.5.

4.1 The Model with Demand Substitution Effects

The  model is in  fac t identica l to  the one in tro du ce d  in  Section 3.1, w ith  the  exception th a t 

demand for each class i ,  i  =  1 , . . . .  M ,  is n o t o n ly  a function o f u t , b u t o f  the whole price 

vector u ,  i.e., A ( u )  =  ( A x ( u ) , . . . ,  A y ^ ( u ) ) .  W e w il l m ainta in  the rest o f the  nota tion  th a t 

was in troduced in  Section 3.1. We w il l denote the load on lin k  j  by

M  \ f ^r (u )
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We w il l  be m aking the fo llow ing assum ption.

A ssu m p tion  D

I .  I f  A i(u ) >  0, then <  0, fo r  i  =  1 , . . . ,  M ;

2 aAgx) > 0 , f o r k ^ i ,  k  =  l , . . . , A f ;

3. i f  A*(u) >  0, then ^ [= l <  0, fo r * =  1 , ,  M :

4. l im u_+00 A i(u ) = 0 ,  fo r i  =  1 , . . . ,  M , where u  —> oc means m in ,-1 rj i>0 Ui —► oo.

A ss innp tion  D - l  indicates th a t dem and fo r any class is a  s tr ic t ly  decreasing function  o f  its  

own price. Assum ption D-2 indicates th a t substitu tion  am ong classes can take place, in  the 

sense th a t the increase o f the price fo r a class can increase the demand for o ther classes. 

A ssum ption  D-3 states tha t on ly  a fra c tion  o f demand los t fo r a class appears as dem and 

for o the r classes (due to su b s titu tio n ). Assinnption  D-4 expresses the  cond ition  th a t as a ll 

prices increase, the demand w il l  even tua lly  decrease to  zero fo r a ll classes.

As an exam ple, fo llow ing linear dem and functions w ith  su b s titu tio n  effects between two 

classes sa tis fy  Assum ption D:

Ai(u) =  Ai,o — Aijtxi +  Ai,2 U2 >
(4.1)

A2(u) =  A2,0 +A2,llii — Xo,2u 2i

for u  €  14 =  { u  | A i (u )  >  0, A2 (u) >  0 } ,  where Aio?A2 ,o >  0, A i j  >  A2 ,l >  0, A >,2 >  A^ 2  >  

0.

S u b s titu tio n  effects can also be incorporated to o u r welfare m axim iza tion  m odel o f 

Section 3.1.2. The model remains id e n tica l to the one in troduced  there w ith  the exception 

tha t the user u t i l i ty  Ui o f class i  is a random  variable depend ing  on the whole price vector

u. In  p a rtic u la r, we w il l assume th a t i t  has a p ro b a b ility  density  function, denoted by 

f i ( u i  | u j . j  =  1 , . . . ,  M , j  i) ,  cond itio n a l on the prices o f  a ll o the r classes. P o ten tia l calls 

decide to  jo in  the network i f  and o n ly  i f  the u t i l i ty  they e x tra c t exceeds the p reva iling  price.
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Thus, the arriva l rate o f class i  calls under price u  is

Aj(u) =  A,-i0 P[f7 i >  Ui | u,j. j  =  1 , . . . ,  M , j  #  i],

where A^o is the peak class i  demand (corresponding to  zero prices in  the revenue max­

im iza tio n  model). A  class i  ca ll jo in in g  the system extracts an expected u t i l i t y  equal to 

E [ t / j | Ui >  Ui: U j, j  =  1 , . . . ,  M . j  7^ i], thus, social welfare fo r class i  users is accum ulated 

at a ra te  o f

A i(u)E [C /f | Ui >  Ui; u j , j  =  1 , . . . ,  M , j  ±  i\.

O ur objective  remains to m axim ize  the expected long-term  average welfare rate, fo r which

an expression can be w ritte n  along the lines o f (3.2).

L e t us define the expected instantaneous rewards by V j(u)  =  u 2 and Vj(u) =  E [£/, | Ut >  

u^, u j , j  =  I, . . . . M . j  i\  fo r the case o f revenue and welfare m axim ization, respectively. 

We assume tha t A (u ) satisfies Assum ption D in  th is  case as well. Consequently, At (u) is 

non-decreasing in u j.  We w il l  be m aking the follow ing assum ption for the expected rewards. 

A s s u m p t io n  E

For a ll i  =  1 , . . . ,  M  and  u  6  { u  | A,(u) >  0}, Vj(u) is a non-decreasing func tion  o f  Uj fo r 

a ll j  ^  i.

T h is  assum ption is t r iv ia lly  satisfied fo r the case o f revenue m axim iza tion  where V ,(u ) =  u, . 

For the  case o f welfare m ax im iza tion  i t  can be in terpreted as follows. Each class i  has a 

strong core constituency and can not be dominated by class j  (j  ^  i)  customers who choose 

to use class i  as substitu te  when U j increases. These “ tru e ” class i  customers perceive tha t 

they are extracting a higher u t i l i t y  when other services becomes re la tive ly  more expensive. 

Thus, V j(u ) is non-decreasing in  u} fo r j  ^  i.  I t  also tu rns o u t VJ(u) is non-decreasing in  

u,. T he  next lemma establishes the result.

L e m m a  4 .1 .1  For a ll i  =  1 , . . . , M  and u  6  { u  j A j (u)  >  0 } ,  V j(u ) is a non-decreasing 

fu n c tio n  o f Ui.
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Proof: The result is t r iv ia l ly  true  for the revenue m axim iza tion  case where V*(u) =  U*. For 

welfare m axim ization  we have

f ° °  v f i ( v \u j ,  V j i )d v  
V^(u =  E [Ui | Ui >  Uii U j , j  =  1 , . . . ,  M , j  #  i  =  ‘

JUt f i ( v \ u j , V j  £  i )d v

Taking the p a rtia l deriva tive  we obtain

d V i(u) _  f i ( u i \ u j , V j  #  i )  ~  U i ) f i ( v \u j ,V j  ^  *)dv 
dui (P[f^i >  #  i])2

which is clearly non-negative. B

T h is  lemma can be seen as expressing the fact th a t when u, increases class i  customers 

w ith  re la tive ly  low u t i l i ty  fo r the service choose no t to  use it ,  thus, the ones th a t rem ain 

have h igher u tilit ie s  and d rive  V'i(u) up.

4.2 An Upper Bound on Optimal Performance

Assume the demand fun c tio n  w ith  s u b s titu tio n  effects is invertib le, we can express the 

prices as a function  o f a rr iv a l rates A; we w il l w r ite  ux =  it, (A) fo r the class i  price. Define 

also .Fj(A) =  XiUi(X) and F t ( A) =  AtE[C/j | Ui >  ux; U j , j  =  I , . . . ,  M . j  =£ i]  fo r the case 

o f revenue and welfare m axim iza tion , respectively. Assume tha t the functions F i (A) are 

concave functions o f A fo r a ll i .  Th is is true, fo r example, for the case o f linea r demand 

functions (4.1). The fo llow ing  result is analogous to  Theorem  3.4.1.

T heorem  4.2.1 I f  F i are concave functions o f  A, an upper bound o f the op t im a l revenue 

J * is given by

m ax F ,(A ) =  A iU j(A) (4-2)
I I

S-t- Aj — T lifM i

Y ^ n i r i i  ^  C j,  V j
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The optimal so lu tion  o f  (^ .2) is Jub, then J m <  «7ub-

Proof: Consider an  o p tim a l dynam ic p ric in g  p o lic y  u*. According to  the  Assum ption  D-4, 

we assume tha t the  p rice  u ’  becomes large enough and the a rriva l ra te  A j(u ) is equal to zero, 

whenever the s ta te  is such th a t a class i call cannot be adm itted  (w h ich  means R ( n + e t ) ^  C 

or 3 j, n ^ r jk  4- >  C j) .  We can view A* and n , as random  variables, and use E [-j

to ind icate expecta tion  w ith  respect to  the steady-sta te  d is tr ib u tio n  unde r th is  particu la r 

policy. A t any tim e , we have Yh n tr j i  <  C j ,  V j,  w h ich  im plies th a t Y2i E [n t- Y j i  <  C j,  

Vj.  Furtherm ore, L i t t le ’s law implies E [A*] =  piE i[n j\.  T h is  shows th a t E [n t ], E [A ’ ], 

i  =  1 , . . . ,  M , form s a feasible solution o f the p rob lem  (4.2). Using the concav ity  o f F, and 

Jensen’s inequa lity , we have

J u b  >  £ F ‘ ( E [ A * 1 )  >  £ E [ F i ( A * ) ]  =
i  i

where the last e q u a lity  used the o p tim a lity  o f the p o licy  under considera tion . ■

4.3 Asymptotic Optimality of Static Pricing

Consider the same lim it in g  regime o f ‘‘many sm a ll users” o f Section 3.5. We scale both  

demand and capacity  by a scaling factor c >  1, w h ile  a ll o ther q u a n titie s  are held fixed. 

The demand fu n c tio n  becomes

A c(u ) =  ( A ^ ( u ) , . . . ,A ^ ( u ) )  =  (cA l ( u ) , . . . , c A M (u )) . (4.3)

The capacity o f l in k  j  is cCj,  the load o f lin k  j  is p ^(u ) =  Y li  =  Y h  =  P j(u )’

j  =  1 , . . . ,  L . T he  norm alized revenue o r welfare m axim ization  p rob lem  under a static
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pric ing  po licy  u  can be form ula ted as:

1 M M
S g g  c ^  ^ ( u )Ai ( u ) ( L -  p £ s ( u ) )  =  “ J g f H  V5(u)A i(u) ( l  -  P [;css(u )J  , (4.4)

t= i t= i

where 1AC =  14 =  { u  | Ui >  0, At (u ) >  0, i  =  1 . . . . ,  M }  is the feasible set o f  u .

We use fo llo w in g  asym pto tic  results about loss p robab ilities  in  [Kel91]. As c —> oo, 

under a ce rta in  s ta tic  p ric ing  policy, the loss p ro ba b ility  o f each class converges to

L

p L s ( u ) = i  -  n ^ 1 -  ^  • * ■ = •  • • * 4̂ -5)
J= l

where B j  6 [0, 1), j  =  1 , . . . ,  L  sa tis fy  fo llow ing  conditions

Bj > 0,

B j =  0. 

(4.6)

Follow ing K e lly  [Kel91], we w il l ca ll p7(u ) the reduced load on lin k  j .  We can in terpre t 

these asym p to tic  results as follows. Calls are blocked independently a t each lin k  j  in  the ir 

route. In  p a rtic u la r, class i  dem and is th inned  by a facto r o f (1 — B j ( u ) ) r j i  at lin k  j  and 

— B j { u ) ) r>* =  1 — P [ - ( u )  can be seen as the p ropo rtion  o f accepted class i  calls. 

Th is results in to  a satisfied dem and fo r class i  equal to  A f(u ) n f = i ( l  — B j ( u ) ) rJl . We w ill 

use K e lly ’s [Kel91] term ino logy and say th a t lin k  j  is overloaded i f  B j (u ) >  0 (w hich im plies 

Pj =  1); i f  B j ( u ) =  0 we w il l say th a t i t  is underloaded (p j <  1) o r c r i t ica l ly  loaded (p j =  1). 

We should note th a t a lthough the cond itions in  (4.6) lead to  unique values for the reduced 

loads p j { u ) and the  loss p robab ilities  P|^“ (u ), the parameters B j { u ) m igh t not have a 

unique value. In  fact, the values o f  B j ( u) are unique i f  the rou ting  m a tr ix  R  has rank L; 

otherwise, there exists a uniques vector ( B i ( u ) , . . . ,  B l (vl)) w ith  m ax im a l support, i.e., a 

vector th a t solves (4.6) and maxim izes the dimensions o f the set Z3(u) =  { j  \ B j ( u) >  0 }. 

The fo llow ing  lem m a states an observation th a t would be useful la te r on.
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L e m m a  4 .3 .1  The offered loads p j { u) satisfy p j ( u ) <  1 f o r  a l l  links j  =  I . . . . .  L  i f  and 

only i f  B j ( u) =  0 f o r  all links j  =  1 , . . . .  L .

P ro o f:  We w il l  f irs t argue tha t i f r / iO j( u )  <  1, for a ll j ,  then B j ( u ) =  0 fo r a ll j .  Otherwise, 

suppose there is a lin k  j  w ith  B j ( u ) >  0. Due to (4.6) there is a t least one i  fo r which 

r j iA i(u )  >  0. Moreover. (4.6) also im plies tha t pj{u) <  p j (u ) and p_,(u) =  1. Th is 

contradicts the  in it ia l assum ption p j ( u ) <  1. For the converse, note th a t i f  a ll links are 

e ither underloaded o r c rit ic a lly  loaded, i.e., Bj(u) =  0 for a ll j ,  then  pj{u) =  pj(u) <  1, for 

a ll j .  B

A no ther in te resting  observation is th a t due to (4.5), B j ( u )  =  0, fo r a ll j ,  implies tha t 

p k>ss(u ) =  0 fo r a ll i  =  1 , . . . ,  M .

We next define normalized rew ard o f  class i  w ith  respect to  l in k  j ,  for a ll links j  w ith  

r j i  >  0, as follows

V i j ( u )  ±  (4.7)
r j i /P i

thus,

V-(u)Ai(u) =  V i j (u )  • r j M u )  =  V i j ( n ) X i j ( u ) ,
Pi

where A t J ( u )  =  0 ‘^du) jg j . norm alized demand o f class i  fo r lin k  j .  We can in terpre t 

V ij(u )  as reward per volume on lin k  j .  where volume has the  same in terpre ta tion  as in  

Section 3.6, th a t is, resource u tiliz a tio n  times the expected ho ld ing  tim e. For a given 

static p ric ing  p o lic y  u ,  the norm alized rewards a t lin k  j  are fixed  and define an ordering 

among classes traversing lin k  j .  In  pa rticu la r, for any classes i  and k  traversing lin k  j  (i.e., 

r j i i r ki >  0), we w il l  say tha t i  is more valuable than k  i f  V i j ( u )  >  V f c j ( u ) .  I f  calls occupy 

the same resource amount at a ll links  in  the ir route (i.e., fo r a ll i ,  r j i  — r ,  for a ll j  € H i  

and r j i  =  0 fo r a ll j  77,), then the p r io r ity  ordering o f  classes is the same on a ll links 

and K j ( u )  =  ^ def ine a unique p r io r ity  ordering for the w hole network. The fo llow ing 

proposition  is key in  establishing o u r asym ptotic o p tim a lity  resu lt.
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P ro p o s it io n  4 .3 .2  Consider e ither the case o f  revenue o r  welfare m ax im iza t ion  and as­

sume that f o r  any class i  =  1 ,___, M  and a ll l inks j  — 1, —  , L

n  j  €  7l i ,

0  otherwise ,

I f  u s,oo solves the l im it in g  case o f  problem (4-4), *-e.,

1 M M L
m ax lim  -  Y ' V i (u )A f(u )  f l - P ^ ( u ) )  =  m ax V '  ^ ( u J A ^ u )  J J  (1 -  B j ( u ) ) r j i  , (4.8)
u € W  c—►oc C z '  V /  u eu

i =  I t = l  J = l

then

, \ V "  ^ t ( u s,oo)r j t  V "  Ai(Us.oc)n ^  , r
fr-Koo) = E  ~c~ = J= '

P ro o f :  The fo llow ing discussion is about the case tha t c —> oo. Let u  be a s ta t ic  p ric ing  

po licy  such tha t on some lin ks , the offered load is greater th a n  1. The average rew ard  is

£ V ' i ( U)Ai ( u ) T T ( l - £ | ( u ) ) r« = H ^ ( U) — ^ ( u ) ] ! ^  - £ i ( u ) ) ri<i (4 -9)
i i f*1 l

where 5 { ( u ) , Z  =  1 , L  sa tis fy  (cf. (4.6))

Y  —  A , ( u )  J J (1  -  BtY"  =  Y  ~ A ‘ ( U )  n ^ 1  -  B rir,i ^  • • " L ' ( 4 - 1 0 )

i  /

Consider fo llow ing linear p rog ram m ing  (LP) problem  w ith  decision variables A =  ( A i , . . . .  A,v;)

m ax "y ] K ( u ) A ,  (4-11)
I

S-t. ^   ̂ ^  ^ j  * * * i £*1
i | j€TC» *

0  <  A i  <  — A i ( u ) ,  z  =  1 , . . . ,  M ,
Pi

where aJ2 =  1, i f  j  e  7£j, a nd  zero otherwise. L e t A =  ( A i , . . . ,  X \[)  denote an op tim a l
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solution.

Consider next the  netw ork under s ta tic  p o lic y  u  b u t introduce a random  adm ission 

contro l mechanism. M ore  specifically, class i  ca lls are accepted w ith  a p ro b a b ility  equal to 

Ai j  Thus, a d m itte d  class i  calls a rr ive  according to a Poisson process o f  rate

A j/ ij/ 7'i, since th e ir requests follow a Poisson process o f ra te  A ,(u). We w il l ca ll System  S .t 

the o rig ina l one (w ith o u t admission contro l) w ith  prices u , and System S b  the new system 

(w ith  adm ission co n tro l) . Note that in  System S b  we have

rfc»>- E E
i \ jen t ^  3

due to the fe a s ib ility  co nd ition  in (4.11). T hus, Lem m a 4.3.1 im plies th a t th e  block­

ing p robab ilities  are equal to  zero fo r a ll classes. N otice now tha t due to  (4.10), At =  

~i"Aj(u) (1 — B i ) rii , i  =  l , . . . ,  M ,  form  a feasible so lu tion  to problem  (4.11). T hus , the 

objective value a t th is  feasible so lu tion (given b y  (4.9)) cannot be more than  the  op tim a l. 

The o p tim a l value o f  p rob lem  (4.11) is s im p ly  th e  average reward in  System S b , thus, i t  is 

not less the average rew ard in  out o rig ina l System  S a -

Consider next the special s tructure  o f the p rob lem  (4.11). The elements o f  the cons tra in t 

m a trix  are e ithe r 1 o r 0, and the coefficients in  the  ob jective  function  are the norm a lized  

rewards, which, as we have discussed before, fo rm  a p r io r ity  ordering fo r the various classes. 

I t  can be seen, th a t an o p tim a l solution o f (4.11) can be constructed as follows. M ake the 

A, corresponding to  the  highest p r io r ity  class large as the capacity constra in ts a llow , a fte r 

th is is set, make the A, corresponding to  the next h ighest p r io r ity  class as large as possible, 

and so on. A p p ly in g  the  randomized adm ission co n tro l discussed previously, th e  a rriva l 

rate o f h igh p r io r ity  classes is maxim ized and o n ly  classes w ith  A* >  0 gain  adm ission to 

the network. Le t us consider the im p lica tions on  a lin k  j  w ith  offered load p j { u )  >  1 in  

System Sa • Say th a t classes use th is  lin k ,  where V ^ (u ) >  ••• >  ^ ^ ( u ) .  Since

in  System Sb  the offered load on th is  lin k  is less tha n  o r equal to one, some classes do 

not gain adm ission. In  pa rticu la r, le t be the least p r io r ity  class th a t gains adm ission.
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In  System 5 s , we accept as much as possible requests from classes n , . . . ,  i k - i  (the a rriva l 

rate o f these classes may be less than th e ir o r ig in a l rate i f  they are not a h ig h  p r io r ity  class 

on another congested lin k ), reject a ll requests from  class ifc+ i,. . . .  i k , and fro m  class i t ,  we 

only accept a p o rtio n  o f its  calls such th a t the  offered load on lin k  j  is equal to  1 in  System

5 b -

Let us now s lig h tly  increase the price o f  the lowest p rio rity  class if? in  b o th  systems 

5.4 and Sb - Solve the LP  in  (4.11) again to  o b ta in  a new A corresponding to  the new set 

o f prices, and a p p ly  admission contro l as before to  construct System S b - As before, the 

average reward in  System S b is no less tha n  the corresponding reward in  System  Sa - Since 

we increased the price o f class i / v-, the load o f  those accepted classes in  System  S b  could 

stay the same o r increase s ligh tly  due to the  su bs titu tion  effects. Since the V ^u J ’s do not 

decrease (according to  Assum ption E and Lem m a 4.1.1) the expected to ta l reward w il l not 

be less than before. We keep increasing u l/v-, unless we reach the po in t where p j { u ) =  1 at 

which we stop. D u rin g  th is  process the o rde ring  o f classes (according to  th e ir  normalized 

rewards) m ight change; to  avoid fu rthe r com p lica ting  the notation we w il l  use the indices 

for the ordered set o f classes using lin k  j .  As the norm alized reward ViK-(u) 

increases i t  may reach the normalized rew ard ViK- , (u )  o f the next least p r io r ity  class; in 

this case we s ta rt increasing the prices o f b o th  these two classes. I t  is also possible tha t 

during  th is  procedure o f price increases the  load o f the accepted classes increases to the 

po in t where the “ th resho ld ”  class i *  is com plete ly pushed out o f the netw ork in  System Sb - 

in  this case i k - i  becomes the “ threshold”  class. These price increases m ay also influence 

the load on o ther links. We repeat th is  process on other overloaded links; we may v is it an 

overloaded lin k  several times due to s u b s titu tio n  effects. We stop when we a rrive  a t a price 

vector u  a t which p j { u) <  1 for a ll lin k  j .  T h is  is guaranteed by A ssum ption  D-3 and D-4. 

Throughout th is  process the average reward in  System Sb d id  not decrease and the average 

reward in  the corresponding System Sa  rem ained less than or equal to the average reward 

in  System Sb -

Consider now the  LP  in  (4.11) at u . Since p j ( u ) <  1 for a ll j ,  the capacity  constraints
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in (4.11) axe im m ed ia te ly  satisfied and a t the o p tim a l so lution the decision variables A j can 

become equal to  th e ir upper bounds ^ -A i(u )  fo r a ll i. Thus, in  System  S b  a ll calls are 

accepted w ith  p ro ba b ility  one and System  Sb  becomes identica l to  System  Sa -

To sum m arize, we started from  an a rb itra ry  price vector u  under w h ich  some links have 

offered loads greater than one and constructed a price vector u  w ith  h ighe r average reward 

and offered loads satisfying P j ( u )  <  1 on  a ll links j .  We conclude tha t th e  o p tim a l lim itin g  

sta tic  p o licy  u Si0o must satisfy P j(u s>oc) <  1 for a ll links j .  ■

Due to  Lem m a 4.3.1, the result o f  P ropos ition  4.3.2 im plies th a t a t the  o p tim a l static 

prices in  the  lim it in g  regime, us oc. a ll links in  the network are underloaded o r c ritica lly  

loaded, and a ll classes experience zero b lock ing  probabilities. The fo llo w in g  theorem  is an 

im m ediate consequence o f these observations and P roposition 4.3.2

T h e o re m  4 .3 .3  Consider either the case o f  revenue or welfare m ax im iza t ion  and assume 

f o r  any class i  =  1 , . . . ,  M  and a ll l inks j  =  1 , . . . ,  L

r

n  j  eTZi,
r a  =

0 otherwise,

The optim al static policy in  the l im it in g  regime, Us.oo, solves, the fo l low in g  optimization  

problem:

M

max y  V {(u )A ,(u ) (4.12)
u

i =  1

s.t. £ M s t n < C j , j  =  i

The o p tim iza tio n  problem  in  (4.12) is in  fact the same as the upper bound  problem  in  

(4.2), w ith  the  exception th a t decision variables are the prices instead o f  the  a rriva l rates. 

Thus, in  the  lim it in g  regime (c —¥ oo), the  o p tim a l static po licy  achieves upper bound and
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it is asym p to tica lly  optim al.

4.4 Structure of the Asymptotically Optimal Static Policy

As in  Section 3.6, where we considered the orig ina l model o f  Section 3.1, we w ill next char­

acterize th e  s tru c tu re  o f asym p to tica lly  o p tim a l prices for the m od ified  m odel o f Section 4.1 

tha t incorpora tes demand s u b s titu tio n  effects.

Le t us f irs t focus on the revenue m ax im iza tion  case. Consider the  p rob lem  in  (4.12) and 

rew rite  is as a m in im iza tion  problem . L e t q  =  (9 1 , - - - >  0 be the  Lagrange m u lt ip lie r  

vector, w here qj is associated w ith  th e  capacity constraints on l in k  j .  The Lagrangean 

function  becomes

M  L / U  . , . \

£ ( u , q )  =  -  5 ^  A £ ( u K  +  Y l< lj  (  5 1  '  U 7 ~J> “  Ci  ) • ( 4 - 1 3 )

t= i j = i  \ i= t  /

Assum ing an  in te r io r solution, u  shou ld  satisfy

L M

V A ( u ) u  =  - A ( u )  +  q3 r- ±  V A i ( u ) ,  ( 4 . 1 4 )

j = i i = i  ^

where V A (u )  is the gradient o f the vec to r function  A (u ), i.e., a n M x M  m a tr ix  w ith  ( i . j )  

element equa l to  ^4^ —.

W elfare m axim iza tion  can be trea ted  sim ila rly. One can w r ite  dow n the o p tim a lity  

conditions fo r the  problem  in  (4.12) a n d  solve them a na ly tica lly  fo r re la tive ly  simple form s 

o f the u t i l i t y  density  functions T h e  s tructure  o f those co nd itions  is ra ther com plex,

so one w ou ld  have to  resort to num erica l so lu tion  methods fo r the  general case.

The discussion on solving large scale problems in  Section 3.7 re a d ily  extends to  the 

model w ith  dem and subs titu tion  effects. We can use the s tru c tu re  in  th is  section and 

sim ulation-based op tim iza tion  approach to find  a good s ta tic  po licy  fo r large network w ith  

demand s u b s titu tio n  effects.
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4.5 Numerical Results

To provide an example, we consider the  network in  F igure 3.2, b u t now incorpora te  demand 

subs titu tion  effects. The ne tw ork  provides 12 classes o f services (See Table 4.1); Class 1 

and 7, 2 and 8, can be used as substitu tes o f each other.

Table 4.2 compares the upper bound J ub (cf. Theorem  4.2.1) w ith  the tw o policies pro­

posed in  Section 3.7. The corresponding prices are given in  Table  4.3. We conclude th a t the 

optim ized  version (v ia  the s im ulation-based o p tim iza tion  approach) o f ou r asym p to tica lly  

o p tim a l static p ric ing  po licy  is reasonably close to the op tim a l.

Class i Nodes (Links) r; A;(u) Mi
1 1,0,2 (1,2) 1 150 — 75ui +  u7 5
2 1,0,3 (1,3) 1 150 — 6 OU2 +  u8 5
3 1,0,4 (1,4) 1 250 — 125^3 5
4 2 ,0 ,3  (2,3) 1 140 -  40u4 5
5 2 ,0 ,4  (2,4) 1 300 — 150^5 5
6 3 ,0 ,4  (3,4) 1 150 — 35^6 5
7 1,0,2 (1,2) 6 — u7 -+- O .lu i 1
8 1,0,3 (1,3) 7 — 1.2ug +  O.luo 1
9 1,0 ,4  (1,4) 6.6 — O.8 U9 1
10 2 ,0 ,3  (2,3) 5 6 — 0.6uio 1
11 2 ,0 ,4  (2,4) 5 6 — 0.6uu 1
12 3 ,0 ,4  (3,4) 5 6 — O.Sulo 1

Table 4.1: The services w ith  demand substitution effects provided by the net­
work in Figure 3.2.

■Aib •A(u ub) •Aim ■Aib -Aim X 100%J l.h
814.84 765.61 783.85 3.8%

Table 4.2: Comparing the various policies for the network of Section 4.5. Ju; b 
and Aim denote the performance of the policy obtained from the upper bound 
problem and the simulation-based optimization approach, respectively.

Policy U i U-y u3 u 4 U 5 U6 ur Us U q U 10 U n U jo

U ub 1.05 1.31 1.02 1.75 1.00 2.14 4.12 4.06 4.69 5.00 5.00 6.00
U*m 1.09 1.26 1.06 1.79 1.04 2.18 4.92 4.90 5.60 5.93 5.93 6.93

Table 4.3: The prices for the network of Section 4.5 under the policy obtained 
from the upper bound problem (u*b) and the simulation-based optim ization 
approach (u*im).
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Chapter 5

Inventory  C ontrol for S in g le-S tage  

M ak e-to -S tock  S ystem

In  this chapter, we sw itch  gears and consider the second instance o f a stochastic network 

problem  we address in  th is  thesis, tha t is, inventory co n tro l in  supply chains subject to QoS 

requirements. We s ta r t the  investigation o f such problem s w ith  the s im p le r case o f single- 

stage systems. T h e  rem ainder o f th is chapter is organized as follows. In  Section 5.1 we 

provide the model o f  the  single-stage, single-class, p roduction-inven to ry  system, introduce 

the base-stock p o lic y  and form ulate the problems we w il l consider. In  Section 5.2, we 

analyze the base-stock p o lic y  and obta in  the approx im ations on the stockout po rbab ility  

and average inven to ry  cost using large deviations techniques. In  Section 5.3, we present the 

numerical results.

5.1 The Model

We consider the m ake-to-stock m anufacturing system  depicted in  F igure 5.1. Demand is 

met from  the f in ished goods inventory (F G I)  and unsatisfied demand is backordered. We 

assume a d iscre te-tim e m odel, where tim e is s lo tted  and  the state o f the system  is examined 

at the beginning o f  each tim e  slot n  (periodic review  po licy ), w ith  n  being in  the set of 

integers Z . Let D n denote the demand a rriv in g  d u r in g  tim e  slot n , and B n denote the 

amount o f goods th a t the  p roduction  fac ility  can produce (capacity) d u ring  the same time 

slot. Let also / „  denote the available inventory a t the  beginning o f tim e  s lo t n  (w ithou t
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o
fcaa.

Finished goods Backordered Demand 

   D n

In

Bn

F ig u re  5.1: The model o f a make-to-stock system.

tak ing  in to  account D n and the am ount o f goods th a t the machine produces during  tim e 

slo t n).  We a llow  I n to  take values in  the set o f  real numbers R; w hen  nonnegative it  is 

equal to the  am ount o f available inventory, and  when negative it  is equa l to  the amount o f 

backordered dem and.

We assume th a t the  demand {£>„; n  6 Z }  and the service { B n ; n  G Z }  processes are 

a rb itra ry , s ta tiona ry , and m u tua lly  independent stochastic processes, th a t satisfy certain 

m ild  techn ica l cond itions (a large deviations p rin c ip le , see A ssum ption  B  fo r deta ils). These 

assum ptions are satisfied by a fa ir ly  large class o f  stochastic processes, w hich includes 

renewal processes, M arkov-m odulated processes (where D n fo r exam ple is a function  o f an 

underly ing  M a rkov  process), and general s ta tio n a ry  processes w ith  m ild  m ix in g  conditions. 

For s ta b il ity  purposes, we fu rthe r assume th a t

E [B t ] >  E[£»x] t (5.1)

w h ich  by s ta tio n a r ity  carries over to  a ll tim e  slo ts n.

We w il l im p lem en t a base-stock po licy  w h ich  m ainta ins a safety s tock  o r hedging point 

o f  w. M ore specifically, the system produces when the inventory is below w  and idles 

otherw ise. A cco rd ing  to  this policy the inven to ry  evolves as follows:

I n+ i =  rn in { / „  -  +  B n, u /}. (5.2)

We q u a n tify  custom er d issatisfaction by the p ro b a b ility , P [ /n <  0], o f n o t being able to meet
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incoming dem and im m edia te ly (stockout probability). Let e be a desirab le  upper bound on 

the QoS level. We are interested in  se lecting a hedging p o in t w  th a t  solves the fo llow ing 

o p tim iza tion  prob lem :

where h  is a g iven  scalar and I „  denotes m a x { /n , 0 }. We w il l be re fe rrin g  to  the constra int

as the service-level constra int. To achieve our goal we need to  com pute  P [ /n <  0]. A n  

exact ana ly tic  expression is im possible to  ob ta in , especially in  v ie w  o f the  complicated, 

autocorrelated, models for the dem and and p roduction  processes. To th a t end, e ither 

s im ula tion  o r a sym p to tic  techniques can  be applied (see [P LC Z 01 ]). We w il l resort to  an 

asym ptotic large deviations analysis.

5.2 Large Deviations Analysis

Define the s h o rtfa ll L n as the gap between the current inven to ry  and the hedging po in t, 

i.e.,

m in im ize  Cost =  /iE [/^ "] 

subject to P [ / n <  0] <  e.
(5.3)

P [/n  <  0] <  e

L n ± w -  I n .

In  terms o f L n , E qua tion  (5.2) can be w r itte n  as

L n + 1 =  m a x {L „  +  D n -  B n , 0 }, (5.4)

and we have the  fo llow ing  equality

P [/n  <  0] =  P [L n >  W ) .
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We can in terpret L n as the queue leng th  o f a d iscrete-tim e G / G / l  queue w ith  D n a rriva ls  

and B n server’s capacity during  tim e  slot n. O n a no ta tiona l remark, in  the sequel we 

w il l  be dropping the reference to the tim e  slot (subscrip t n)  when referring to steady-state 

quantities. For example, we w il l be denoting by L  the steady-state queue length a t an 

a rb itra ry  tim e slot.

5 .2 .1  S to ck o u t P r o b a b ility

The  fo llow ing proposition  characterizes the ta il o f the  sh o rtfa ll process (see [BPT98b] fo r a 

p ro o f in  the continuous tim e dom ain).

P ro p o s it io n  5 .2 .1  (S in g le -S ta g e ) Under Assumption B, the steady-state queue length 

process L  satisfies

lim  — lo g P fL  >  to] =  - 9 ' .  (5.5)
W-+OC W

where 9 '  >  0 is the largest root o f the equation

A d ( 9 ) + A b ( - 9 )  = 0 .  (5.6)

In tu itive ly , for large enough w  we have

P [ /  <  0] =  P [L  >  to] ~  e' w0' , (5.7)

therefore, the m in im um  w  tha t guarantees the stockout p ro ba b ility  to be below e is

  loge

Notice th a t A d {9) +  A b {~ 9 )  is zero a t the orig in  and has negative derivative a t the same 

po in t (due to (5.1)). F igure 5.2 depicts the root o f the  equation A ~p{9) -+- A b {~9 )  =  0. In  

the extrem e case tha t A d (9) -I- A b (—0) <  0 for a ll 0 >  0 we w il l say th a t 9* =  oo. In  th is  

case, no stockouts occur and a safety stock o f zero shou ld  be m aintained (Just in  T im e
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( J IT )  po licy).

F igu re  5.2: The largest root o f Ap(0) +  A s (—0) =  0.

To im prove the accuracy o f  the asym ptotics, especia lly for fa ir ly  large e’s, we can in tro ­

duce a prefactor f ( w )  and consider the app ro x im a tio n

P [J  <  0] =  P [L  >  w) «  f ( w )  e~w9\

where / ( w)  is in  general any fun c tio n  tha t satisfies lo?7(m) —j. o as w  —> oc (cf. P ropos ition  

5.2.1). Note tha t th is is true  fo r any p o lyn o m ia l function  o f w. For renewal demand 

and production  processes f { w )  is a constant ([Asm 87]) and it  is equal to  1 unde r M / M / 1  

assumptions. We w ill use a constant for the m ore general case as well. In  p a rtic u la r, we 

w il l set f ( w )  =  c which yields the follow ing a p p ro x im a tio n

P [7  <  0] =  P [£  >  m] ^ c e ~ w0'.  (5.8)

Thus, the hedging po in t satisfies

w =  - ^ 1 .  (5.9)

The coeflBcient c can be estim ated by assum ing th a t Equation 5.8 is the exact d is tr ib u t io n  

o f  the queue length process. B y  m atching expectations, we obtain

E [L ] =  f  P [L  >  in] dw =  f  c e~w0 dw =
Jo Jo 0*
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therefore,

c =  0*E [L\. (5.10)

Note th a t E [L ] is independent o f w, and can be obtained e ither by app rox im a tions  o f the

expected queue length in  a G /G J 1 queue (as in  [BP01]) or by s im u la tion .

5 .2 .2  In v e n to r y  C o s t

We fin a lly  consider the inven to ry  cost. L e t C (w )  be the expected inven to ry  cost, when we 

f ix  the hedging po in t to  w ,  i.e.,

C (w ) =  / iE [ / + ], (5.11)

where h is a given constant. Using the equivalence to the m ake-to-order system  we obtain

C (w )  = h E [(w  -  L ) + ]

= /iE [m ax(tu  — L.  0)]

= h (w  — E [L ] -f- E [m ax(L  — w, 0)]). (5.12)

Using the asym pto tic  in  (5.9) we have

rOO

E [m a x (L  — tw, 0)] =  I  P [m a x (L  — u/, 0) >  x ] dx  
Jo

rOO

=  I  P [L  — w  >  x] dx  
Jo

rOC

zzce-w0‘  /  e~xB' dx
Jo

e-w0-
=c - (5.13)

e•

Using (5.9) we ob ta in  the  fo llow ing a pp rox im a tion  for the expected inven to ry  cost

C (w )  «  h(w  -  E [L\ +  E [L \e - w0' ). (5.14)

Sum m arizing the resu lts  in  this chapter, large deviations techniques y ie ld  (asym ptot-
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ica lly  exact) approxim ations fo r the  stockout p ro b a b ility  in  (5.9) and expected inventory 

cost in  (5.14). These expressions can be used in  the o p tim iza tio n  p rob lem  (5.3) to obta in  

the proper hedging po in t w.

5.3 Numerical Results

In  th is section we provide num erica l results to dem onstrate the accuracy o f the large devi­

ations asym pto tics developed in  Section 5.2 VVe consider on ly  the s tockou t p robab ility  as a 

performance m etric .

The dem and and p roduction  processes are discrete-tim e M arkov m odula ted processes 

(see F igure 5.3).

D B
0.8 0.85

0.4 0.3
r  =  (5.10) r  =  (0.14)
E[D„] =  8.33 E[B„j =  10.35
Var( D„) =  5.56 Var(B„) =  37.79

F ig u re  5.3: The models of the demand and production processes.

B oth  D  and B  are m odulated by a two-state M arkov chain. B y r  we denote the vector o f 

demand o r p ro d u c tio n  amounts a t each state o f the corresponding M arkov  chain. T h a t is, 

D n can be e ithe r 5 o r 10 and B n can e ithe r be 0 (machine down) o r 14 (machine working). 

The load o f the system is nearly 0.8. The trans ition  p ro b a b ility  m atrices o f Markov chains 

tha t m odula te  { D n } and {B n } are lis ted  as follows:

0.2 0.8 0.15 0.85
P  D  = ; P  B =

0.4 1
d

0.3

—
i

t-6

We have the  fo llow ing  LD  re su lt fo r th is  problem:

0* = 0.120,

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

The expected shortfa ll from  s im u la tio n i is E [L „ ]  =  6.402. Therefore, the analytic expression 

for the o p tim a l hedging p o in t (5.9) becomes

w * _  [° g  0.120-6.402
0.120

Table 5.1 compares the results o f  the LD  expression w ith  the  brute-force s im ulation. The 

refined LD  approxim ation  resu lts are very accurate and the resu lts are very close for most 

e's, even fo r large e.

e
L D  Results S im u la tion  Results

w w P [ X n <  0]
0.3 7.84 8 0.326
0.2 11.22 11 0.194

1.0 x  10-1 16.99 17 0.996 x  1 0 "1
5.0 x  10~2 22.77 23 4.852 x  10“ 2
1.0 x  10“ 2 36.18 36 1.040 x  10~2
5.0 x  1 0 -a 41.96 42 5.061 x  10-*
1.0 x  10_;J 55.37 55 1.072 x  10-4
5.0 x  10~4 61.14 61 5.220 x  10~4
1.0 x  10~* 74.56 75 0.964 x  10~4
5.0 x  10“ ° 80.33 80 5.283 x  10“ °
1.0 x  10“ ° 93.74 94 0.983 x  10"°
5.0 x  10_b 99.52 100 4.885 x  10_b
1.0 x  lO - * 112.93 113 1.059 x  10~b

Tab le  5.1: Comparing the analytical the LD expression for the stockout prob­
ab ility  with the simulated values. The first column lists the required stockout 
probabilities, ranging from 0.3 to 10-6 . The second column provides the hedg­
ing points obtained by the LD expression. The next two columns provide the 
hedging points used in the simulation and the stockout p robability  obtained.
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Chapter 6

Inventory C ontrol in S u p p ly  C hain  

M anagem ent: T he L ocal In ventory  C ase

In  th is chapter, we consider m ulti-stage supp ly  chain opera ting  under a base-stock policy. 

Each stage has in fo rm a tion  about its local in ven to ry  on ly  and we want to satisfy the  service- 

level constra in t on the fin ished goods o f the supp ly  chain. We propose a decom position 

approach based on large deviations approx im ations and the results fo r single-stage system. 

The rem ainder o f th is  chap te r is organized as follows. In  Section 6.1, we provide the  model 

details o f the m ulti-stage supp ly  chain. A  decom position  approach based on large deviations 

analysisi is developed in  Section 6.2.

6.1 The Model

Finished kockLs Backordered Demand

B? Bl BA

F ig u re  6.1: The model o f the supply chain.

F igure 6.1 depicts the  supp ly  chain model we consider in  th is  and the fo llow ing  chapter. 

Th is system produces a single product class and  consists o f M  p roduc tion  fac ilit ie s  in  

tandem. We w il l be re fe rring  to  these fac ilities  as stages o f the supp ly  chain and say tha t
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production consists o f  M  stages. E x te rna l dem and is met from  the fin ished  goods inventory 

maintained in  fro n t o f  the stage 1 p roduc tion  fac ility , and is backordered i f  inventory is not 

available. Every p rodu c tio n  fa c ility  is fed by its  upstream fa c ility ; in  p a rtic u la r, to produce 

one u n it fa c ility  i ,  i  =  1 , . . . ,  AT — 1, requires one u n it o f the p ro d u c t o f fac ility  i  — 1. 

We assume th a t fa c ility  M  is fed w ith  an in fin ite  supply o f raw m a te ria l, which implies 

tha t no m ateria l requirem ent constra in ts are in  effect there. In  fro n t o f  every fac ility  i ,  

i  =  2 , . . . ,  M ,  there is an inventory buffer w h ich  holds the fin a l p ro d u c t o f  th a t fac ility  and 

from which fa c ility  i  — 1 draws m ateria l fo r its  p roduction. We assume a periodic review 

policy where tim e  is d iv ided  in to  tim e slo ts o f  equal dura tion . For a il i  =  1 , . . . ,  M  and 

n  we le t B \  denote the amount th a t the fa c ility  a t stage i  can p roduce du ring  tim e slot 

n  (p roduction  ca p a c ity ). We also let denote the amount o f ex te rn a l orders a rriv ing  a t 

stage I  du ring  tim e  s lo t n. F ina lly , we le t / ^ ,  i  =  I , . . . ,  M ,  denote the  invento ry  in  fron t o f 

stage i  a t the beg inn ing  o f tim e slo t n. In  in term edia te  stages i  =  2 , . . .  , M , the inventory

is constrained to  be nonnegative. In  contrast, we allow the in ve n to ry  a t stage 1. /^ , to  

take negative values to  denote backordering: when l }L is negative —l \  is equal to the am ount 

o f backordered dem and.

The system evolves as follows. A t the beg inn ing o f tim e slot n +  1, the inventory a t 

stage 1 is given by

where Pnl denotes the  am ount o f products produced during  tim e  slot n  by the  fac ility  at stage 

1, which is dete rm ined  by the p roduc tion  p o lic y  we select and confined by the p roduction  

capacity B \  and the  available upstream  inven to ry  I%- The q u a n tity  can be also viewed 

as the demand fo r stage 2, w hich operates in  a s im ila r manner and generates demand for 

stage 3. Thus, the  whole supply chain is d rive n  by the externa l dem and.

The demand process { D „ ;  n  E Z }  and the  production  processes { B ^ ;  n  E Z \ ,  i  =  

1 , . . . ,  M ,  are a rb itra ry  s ta tionary stochastic processes th a t sa tis fy  ce rta in  m ild  techni­

cal conditions (some form  o f a sample p a th  large deviations p rin c ip le ). These conditions
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are satisfied by renewal processes, M arkov-m odulated processes, and in  general s ta tio n a ry  

processes w ith  m ild  m ix ing  cond itions (fo r details see Berts im as, Paschalidis, and T s its ik - 

lis [BPT98a, BPT98b, BPT99]). For s ta b ility  purposes we assume that

E [Z? i] <  . m in (6.1)

which by s ta tio n a r ity  carries over to  a ll tim e slots n. S ta b ility  can be shown under b o th  

base-stock policies by using techniques from  Baccelli and L iu  [BL92]. For the case o f an 

echelon base stock po licy a s ta b il ity  p roo f is given in  G lasserman and Tayur [G T94].

O ur ob jec tive  is to find  a p roduc tion  po licy w ith in  a selected class o f inventory policies 

tha t m in im izes expected invento ry  costs and guarantees th a t the steady-state stockout 

p robab ility  P [ /^  <  0], at some a rb itra ry  tim e slot n. does n o t exceed a desirable sm a ll value 

e. In  th is  chapter, we w ill propose a po licy  for the case th a t  each stage i  has knowledge o f 

its local in ven to ry  I xn only. In  p a rticu la r, every stage i  sets a hedging point or safety stock wt 

for its  loca l inventory I \  and im plem ents the production  po licy : produce i f  I ln fa lls  below 

tt/j, and id le  otherwise. In  the s im p le r single-stage ( M  =  1) th is  po licy  has been analyzed in  

Chapter 5 and an appropriate hedging p o in t has been selected to  m aintain P [ /^  <  0] <  e. 

In  a m u lti-s tage  system, however, there is strong coup ling  between stages since upstream  

inventory can constra in downstream  production, which makes exact analysis p a rtic u la r ly  

hard. To bypass th is problem, we w il l use a decomposition approach. More specifically, we 

w ill focus in  a regime where coup ling  between stages becomes weaker. For every stage th is  

is the case i f  the  safety stock in  the upstream  buffer is very large, im p ly ing  tha t downstream  

production  is ra re ly constrained by upstream inventory ava ilab ility . In  effect, each stage 

can be viewed as an independent single-stage system, and the results in Chapter 5 can be 

applied. To th a t end, though, we need to  characterize the  demand for every stage i  by 

“p ropagating” the external dem and th rough the downstream  stages 1 ,2 , . . . ,  i  — 1.

We need to  ob ta in  the stockout p ro b a b ility  in  order to  be able to  m aintain the  service 

level constra in ts. Again, an exact expression is in tractab le , especially in  view o f th e  ra the r
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com plicated (autocorre lated) models for the demand and  production  processes. We w il l 

employ large deviations theory. In  the regime o f sm all s tockou t p ro b a b ility  (or equiva lently, 

large safety stocks) stockouts axe rare events and are am enable to  large devia tions analysis. 

We w il l  provide num erical results to  demonstrate tha t the  large deviations asym pto tics  are 

accurate when compared to  s im ulations, even for fa ir ly  large stockout p robab ilities .

6.2 The Decomposition Approach

We propose a base-stock po licy  th a t maintains a safety stock equal to  toj fo r the  (local) 

inventory o f every stage i ,  i  =  1 , . . . ,  M . In  p a rticu la r, stage i  produces u n t il the  local 

invento ry I \  reaches the hedging po in t W{ and idles i f  I \  >  to,-. The am ount produced by 

stage i  constitu tes demand fo r the upstream  stage i  +  1, fo r i  =  1 , . . . ,  M  — 1; we w i l l  denote 

i t  by D \ T l - Note th a t the dem and fo r stage i ,  D ln , i  =  2, is constra ined by the

downstream  capacity B ^~ l and the available inventory /^ .

T he  dynamics for the supp ly  chain are

Pn+ l =  m m ^ - D ^  +  B ^  Pn - D ' n +  «/,-}, i  =  1 . . . . ,  M  -  1, (6.2)

=  m in  { I * f - D “  +  B * r , w M \. (6.3)

The dem and for stage i  (or, equivalently, production o f  stage i  — 1) is given by

Dln = Pn+\ -P n- l + Dir1, z = 2,..., M.

As in  the  single stage case, we define the inventory s h o r tfa ll fo r stage i  as follows:

L'n =  Wi -  Pn, i  =  1 , - - -  ,A f ,

and the dynamics o f the supp ly  chain can be w ritte n  as

4 + l =  m a x { 4  +  £ £  -  B ' ^ L i  +  D'n +  L iT 1 -  w i + i , 0 } ,  i  =  1 , . . . ,  M  -  1, (6.4)
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L n + i =  m a x {L r* ' (6.5)

The demand fo r stage i  can now be expressed as

D'n =  L i - l - L \ r +\  +  D i r l , i =  2 , . . . , M .  (6.6)

The m a jo r d if f ic u lty  fo r ana lyz ing  th is  model and characte riz ing  the stockout p roba­

b ilities  is th a t the p ro d u c tio n  is constra ined not only by its  own capacity, b u t also by  the 

upstream inventory. T o  bypass th is  d if f ic u lty  we w ill decouple the various stages by igno ring  

the upstream inven to ry  constra in t on the downstream p ro du c tio n . We can in tu itiv e ly  argue 

tha t this decom position is in  fact accurate when the inven to ry  level o f the upstream  stage 

is h igh enough; then the  influence o f the upstream invento ry  constra in t w il l be ins ign ifican t 

when compared to  the  capacity constra in t. More specifically, the proposed decom position 

amounts to assum ing th a t the system operates according to  a po licy  which satisfies

Pn+ l > B ln , i  =  1 , . . . ,  M  — 1,

almost surely for a ll tim e  slots n. As a result, the dynam ics o f the supply chain can be 

s im plified  as follows:

l i l + l = m in { P n - D i l +  B i l ,w i }, i  =  l , - - - , M ,  (6.7)

o r

L n+1 =  m a x { l4  +  D ln -  £ ‘ ,0} ,  i  =  (6.8)

T h a t is, each stage behaves exactly  as a single-stage system.

Next note th a t the  dynam ics in  (6.8) are exactly the dynam ics o f M  decoupled make- 

to-order G / G / l  queues. In  p a rticu la r, as in  the single-stage problem  discussed above, L ln 

can be in terpreted as the  queue length  in  a discrete-tim e G / G / l  queue w ith  a rr iva l process 

{ D \  ;n  € Z }  and service process { B ^ n  £  Z }  (see F igure  6.2). Hence, P roposition  5.2.1
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holds. To a p p ly  it ,  however, we need the  large deviations rate functions o f  the processes 

{ D ln ,n  €  Z } .  For i  =  1, [ D ^ n  6 Z }  is the ex te rn a l demand process, whose large deviations 

rate fu n c tio n  is assumed known. For the rem a in in g  stages i  =  2 , . . . ,  M ,  reca ll tha t D ln is 

the dem and fo r stage i  generated by stage i  — 1. In  the equivalent m ake-to-order version o f 

the system  D ln can be in terpreted as the num ber o f  departures from  the stage i  — 1 queue 

d u ring  tim e  s lo t n . To see tha t consider the  queue corresponding to stage i  — 1 which has 

queue le n g th  equal to  L \~ 1 at tim e slo t n .  E qua tion  (6.6) s im ply states th a t the queue 

length a t s lo t n  ( L l ~ l ) plus the number o f  a rriva ls  at s lo t n ( D ) f l ) is equal to  the queue 

length a t s lo t n  +  I  ( L ^ lt ) plus the num ber o f  departures during  slot n  (D ln ).

F ig u re  6.2 : The equivalent G /G / l  queue o f stage i ,  i  =  1, • • • , M ,  in a decou­
pled multi-stage supply chain.

The fo llo w in g  theorem  characterizes the  large deviations behaviour o f  the departure 

process { D \ ; n  € Z } ,  for a ll i  =  2 Thi s  theorem is a co ro lla ry  o f a result in  

Bertsim as, Paschalidis, and Ts its ik lis  [B P T 98b ] w h ich  characterizes the departu re  process 

o f a G / G I /1  queue using a continuous-tim e m odel l .

T h e o re m  6 .2 .1  (D e p a r tu re  P rocess ) The pa rt ia l sum o f the departure process o f the 

G / G / l  queue o f  stage i  — 1 satisfies

l im  — log P
n —to o  n

D j  >  na
j = l

=  -A J + ( a ) ,  t =  2 , . . . , A f ,  (6.9)

where

A £ ( a )  =  (a) +  A * t t (a), (6.10)

l In [BPT98b], the proof has been carried out for a renewal service process; we have noted though that a 
very similar proof applies to general, potentially autocorrelated, stationary service processes that satisfy a 
certain mild mixing condition.
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and

A * t , ( a ) =  sup [ 0 a - A + _ , ( * ) ] .
{ ° \  A + , _ l ( f l ) + As l _ , ( - f l ) < ° }

P ro o f:  W e prove the result by estab lish ing  a correspondence w ith  a continuous-tim e G / G / 1 

queue and  invok ing  the result in  [B P T98b]. Consider firs t the  queue corresponding to  stage 

i  — 1 w ith  queue length L l~ l a t t im e  s lo t n . Recall th a t the  L in d le y  equation for th is  queue 

length is

4 - \  =  m a x {L r I +  D iT 1 ~  (6.11)

A dd ing  E qu a tion  (6.6) for stage i  over a ll tim e slots 1 , 2 , . . .  ,n ,  we ob ta in

X > j  =  q - 1 -  i'* - ;1, +  (6 -i2 )
j= l  j= l

C onsider next a continuous-tim e G / G / l  queue and le t us denote by A n the n th  in terar­

riva l ( in te rva l between the a rriva ls  o f the n  — 1st and n th  custom er), and by Sn the service 

tim e o f the  n th  customer. The w a itin g  tim e, Wn, o f the n th  custom er satisfies the fo llow ing 

L ind ley equa tion

Wn =  m a x {W n- i - h  Sn- i  -  A n i 0}.  (6.13)

The in te rdepartu re  time, Zn, o f the n th  customer (tim e  in te rva l between the departure 

times o f customers n — 1 and n ) can be expressed as

Z n ^ W n - W n - i + A n  +  S n - S n - 1- (6.14)

Sum m ing up the above over a ll custom ers 1 , . . .  ,n  we o b ta in

n n

Zj  =  Wn -  VV0 +  Sn -  So +  Y  AJ■ (6-15)
j= i  j = i

Compare now  Eqs. (6.11) and (6.12) w ith  (6.13) and (6.15) respectively. I t  can be seen th a t
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by m aking the subs titu tions

W j :=  L j+ U  A j  :=  - D ) ~ \  S j - i  : =  - B 3, Z j  :=  - D } ,

for a ll j ,  D j  has the same large deviations behav iour as — Z j  2. Hence, invoking

the resu lt fo r the departure  process o f a continuous-tim e G / G / l  queue fro m  [BPT98b] we 

obta in  the large deviations characterization o f the process { D ln, n  € Z }  as i t  appears in  the 

statem ent o f the theorem. H

Bertsimas, Paschalidis, and T s its ik lis  [BPT98b] also show tha t the  depa rtu re  process 

satisfies the exact same techn ica l properties th a t the  a rriva l process does (some form  o f

a sample pa th  large dev ia tions princ ip le ). T h is  is key because to  a p p ly  P ropos ition  5.2.1

to  every stage i  =  2 , . . . ,  M  in  isolation we need the  dem and process D l to  sa tis fy  a large 

deviations princ ip le . Moreover, to  derive the dem and fo r the  upstream  stage f  -t-1 we need to 

app ly Theorem  6.2.1 w h ich  requires some fo rm  o f a sam ple path  large d ev ia tions  princip le .

We now have a ll the ingred ients to analyze L \  fo r every stage i  in  iso la tion . The result 

is summarized in  the fo llow ing  theorem.

T h e o re m  6 .2 .2  For every stage i  =  I . . . . . M  o f  the decoupled system, the steady-state 

queue length L l satisfies

l im  —  lo g P [L l >  u;i] =  —0*L l . (6.16)
Wt —>OQ UJi

where t is the largest root o f  the equation

A J , ( 0 ) + A b , H ) = O ,  (6.17)

and  A ^ ( 0 ) ,  f o r  i  =  2 , ,  M ,  is the convex dual o f  (a ) :

A+ (d) =  sup(6a -  A £(<* ) ) ,  (6.18)
a

2Note that for large values of n, S n and So in (6.15) are constants and do not affect the large deviations 
rate function.
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where A ^ (a) is as specified in  Theorem 6.2.1.

Assume now th a t the  stockout p ro b a b ility  fo r stage 1 needs to be uppe r bounded by 

some ei- VVe can then  select the requirem ent fo r the stockout p ro b a b ility  o f  stage i,  et , to 

be the same as, o r an o rd e r o f m agnitude less than , the corresponding requirem ent, e,_[, 

fo r its  downstream stage i  — 1. Using the results o f  th is  section, we can o b ta in  the hedging 

points:

loS e* • i Wi =  — —— , i  =  l , . . . ,  A/.
L,i

We can improve the accuracy o f the asym ptotics, especially for fa ir ly  large e’s by in troducing

a constant prefactor c* fo r each decoupled stage i  as for the single-stage systems, c, can be

estim ated by (refer to  C hap te r 5)

a = e i ^ [ L 1]. (6.19)

N ote th a t in  the decoupled system E [L l ] is independent o f W{, and can be obta ined either 

by approxim ations o f  the  expected queue length  in  a G / G / l  queue (as in  [BP01]) or by 

concurrent s im u la tion  (where one sample path  o f  the stochastic processes involved is used 

to  o b ta in  E [L ‘ ] for a ll stages i ).  Hence, the hedging p o in t satisfies

m  =  - lQg^ l/C ,) , i  =  1, • • -, M.  (6.20)
° L , i

N um erica l results th a t he lp  assess the accuracy o f  the  large deviations asym pto tics  are given 

in  Section 7.6.
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Chapter 7

Inventory  C ontrol in  Supply C hain  

M anagem ent: T he M u lti-ech elon  

A pproach

The po licy  ob ta ined  v ia  the decom position approach, a ltho u gh  i t  m aintains the service- 

level constra in t a t stage 1, m ight not necessarily be efficient in  term s o f expected inventory 

cost. In fo rm a tio n  o f  inventory a va ila b ility  in  other stages m ig h t lead to lower such cost 

by g iv ing  the o p p o rtu n ity  to trade-o ff invento ry  between d iffe ren t stages, i.e., lower the 

required safety s tock in  stages where invento ry costs are h igh and  compensate by increasing 

the safety stock in  stages where costs are lower.

In th is  chap ter we consider such a s itu a tio n  tha t each stage i  has knowledge o f the 

to ta l dow nstream  inventory /*  +  / " _ l  + • • • - ! ~ Ih- We w il l im p lem ent another kind o f base- 

stock policy. In  p a rticu la r, every stage i  sets a hedging p o in t o r safety stock Wi for the 

to ta l dow nstream  invento ry 1 +  . . .  +  /,[ and im plem ents the production policy:

produce i f  /*, -1- I ^ ~ l +  . . .  +  falls below wt , and idle otherw ise. For the to ta l downstream 

inventory from  stage i  we w ill be using the no ta tion  X ^ =  I \  -t- I ^ ~ l -F. . .  -F /,£, i  =  I , . . . ,  M ; 

we w ill be re fe rring  to  th is  q uan tity  as echelon inventory a t stage i .  In  Section 7.1, we 

introduce the echelon base-stock policy. In  Section 7.2, we analyze the supply chain under 

this policy using large deviations techniques. In  Section 7.3 we propose an approach to 

refine the large devia tions results. We form u la te  the o p tim iz a tio n  problem  o f m i n i m i z i n g  

expected in ve n to ry  costs subject to  given service-level constra in ts  in  Seciton 7.4. We discuss
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extensions to  the multiclass case and lost sales model in  Section 7.5. Num erical results fo r 

both decom position approach and m ulti-echelon approach are presented in  Section 7.6.

7.1 The Multi-echelon Approach: A Global Information Case

In th is  section we consider the case where echelon inventory in fo rm a tio n  is available a t every 

stage i  =  I . , M .  Th is w ill a llow  us to  trade-o ff inventory' between various stages in  o rder 

to reduce expected inventory costs w h ile  m a in ta in ing  the service level constraints.

We w il l  be using the nota tion  in troduced in  Section 6.1. As we noted above, X „  denotes 

the echelon invento ry  at tim e slot n  and stage i  =  1 , . . . ,  M .  We have

x tn =  r n +  . . .  +  i ^ r n + x i l- \  i  =  i , . . . , M .

We im plem ent an echelon base-stock p roduction  po licy th a t m a in ta ins a hedging p o in t o r 

safety stock o f w i  for the echelon inventory a t stage i .  More specifically, the fac ility  a t stage 

i  produces u n t il X \  reaches w, and idles otherwise. C learly, w i  <  w 2 <  ■ ■ ■ <  w \ [ .  F igu re

7.1 depicts the supp ly  chain model and indicates the stages corresponding to the echelon 

safety stocks.

U’-J

u-’t

Finished goods Backordered Demand

—^  — ► ©i

a

B”  B\ f l i

F ig u re  7.1: The supply chain model under the echelon base-stock policy.
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As in  Section 6.2, we define the shortfall of echelon i  inventory as

Y i ± w i - X l  (7.1)

w h ich  im p lies P [A £  <  0] =  P [Y ^  >  W{\. The dynamics o f th e  echelon inventory are:

X'n+ l =  m in { X ;  -  D ln +  B ‘n, wt , X'n - D ln +  Pn+ l ) ,  i  =  1 , . . . ,  M  -  1, (7.2)

X n + i  =  m in {X ;v/ - D ln +  B ** ,  wu }. (7.3)

In  term s o f the shortfa lls  the  dynam ics can be w ritte n  as

YZ+i =  m a x { ^  +  D ln -  B ' „ 0 ,  Y * * 1 + D ln -  {w i+ l  -  a ;,)}, t =  1, -. - , M  -  1. (7.4) 

O  =  m a x {Y * 1 +  D ln - B % r ,0 } .  (7.5)

7.2 Large Deviations Analysis of the Stockout Probability

O u r f irs t  result, which is the  m a in  result o f this section, is a large deviations result fo r the  

steady-sta te  p ro b a b ility  P fV " 1 >  uq], which is equal to  the steady-sta te  stockout p ro b a b ility  

P f X 1 <  0]. Recall, th a t as in  the previous section we d ro p  the  subscript n  when re fe rring  

to  steady-state quantities.

O n  a nota tiona l rem ark, in  the sequel we w ill be using O i  to  denote the ith -d im ensiona l 

s im p lex, i.e.,

O i = {

T h e o re m  7.2 .1  Assume the hedging points w i , w 2 , - - -  , w m  in  the multi-echelon system 

(cf. (7-4), (7.5)) satisfy

Wi =  Pi - iwi ,  z =  2 , . . . ,  M ,  

where p i  are constants and  1 <  /3j <  ••• <  @m- i-  The steady-state shortfall V 1 o f  echelon
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1 satisfies

lim  —  lo g P fK 1 >  iu i]  =  —Oq  i. (7.6)
W1 — >-OC Wl  '

where 6 q  t is determined by 

eG,l =  m in  in £ -  in f  (A o^(^o) +  A r T ^ i ) )  ,a>0 a  XQ—x \ —a LJ o  '

c inf  * (A ^ ( z o) + ? iA g 7 (a ; i)  - K 2 A ^ ( x 2))
a>0 a  XO— £ixi — ̂ 2X2=a^i

K i^ le O :

^ n “  c fl ( A ^ ( i o ) + ^ i A g 7 ( * i ) +  • • • + ? * / A ^ t x A f ) )  . (7.7)
t t > 0 a x o - f t l [  Z M X M = a 0 M - l

( ( l  ,~ ;C .m ) € O m

To establish th is  resu lt we w i l l  (i) ob ta in  a sam ple p a th  characterization o f V'nl , ( ii)  o b ta in  a 

lower and an upper bound on P [ T l >  uq], and ( i i i)  show th a t the upper and lower bounds 

m atch up to  the firs t degree in  the exponent.

We s ta rt by ob ta in in g  a sample path  characte riza tion  o f Fnl . Suppose th a t a t tim e  0, 

the echelon inventories are a ll equal to the correspond ing safety stocks, i.e.,

Y S  =  0 , V i.

A t tim e  1, the sh o rtfa ll o f  the echelon 1 inven to ry  is

r /  =  m ax {Vo1 +  -  B q1 , 0 , F02 +  -  (w2 -  w i ) }

=  m a x {0 , Dq -  B ^ D q  -  (w 2 -  w i ) }

=  m a x {0 , D q — m in {B Q , (u / 2 — ^ i ) } }

=  m ax{0,Z)^ - r } f l } ,

where r [  t =  m in {B o , (w 2 — u>i)}. F igure 7.2 dep ic ts  a certa in  graph in  w hich r f  t can be 

in terpre ted  as the length o f  the shortest pa th  fro m  p o in t 1 (corresponding to  stage 1 ) at 

level 0 to  level 1. In  general, we w ill use r ln m to  denote the length o f the shortest path

am ong the paths w ith  m  hops for stage i ,  where n  is the num ber o f levels on the graph. For
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the rem aining stages i ,  i  =  2, - - - , M ,  we have a s im ila r characterization, th a t is,

Yl =  m ax{0 , D q -  r \ t l },

where r lt t =  m in {B o , — ^ i ) } ,  i  — 2 , . . . ,  M  — 1, and r{Vj  =  B q 1 . In  accordance w ith  

the nota tion  we ju s t  in troduced, note th a t in  the  graph o f F igure 7.2 r \  i  =  I , - * *  , M ,

denotes the length  o f  the shortest path  from  p o in t i  a t level 0 to level I .

Lcvid 1

Li.-v.-l I)

1 1 M - I .U

F ig u re  7 .2 : The paths for each stage a t tim e slot 1 (one-level graph).

A t tim e n  =  2,

Y2l =  m ax{0 , Y f  +  D \  -  B \ ,  Y {  -h D \  -  (m2  -  w t )}

=  m a x {0 ,D {  — B \ , D \  — (mo — w i ) , D q ■+■ D \  — — r j t l ,

D q +  £>{ -  r i tl -  (m2 -  w i ) }

=  m ax{0 , — m in f-S }, (m2  — m i) } ,  Dq -1- D \  — m in {B i - f  B q .

B }  +  ( w 2 — W i ) ,  (W 2  — W i )  -h  B q .  ( w 2 — W i)  +  ( W 3  — W o ) } } •

=  m ax{0 , D \  — ro t , Dq - f  D \  — r 2t2},

where r 2 l  — m in {£? i, (m2  — u / i ) }  and r 2 2  — m in { j5 i -I- B q .B {  +  (w2 — w \ ) , { w 2 — w \)  +  

Bq, (m2 — w i)  -f- (m3 — m2 ) } .  Figure 7.3 depicts a two-level graph in  w h ich  r 2 l denotes the 

length o f the shortest pa th  from  point 1 a t level 0  to  level 1 , and r 2 2 denotes the length 

o f the shortest pa th  from  po in t 1 at level 0  to  level 2. S im ilar results can be obta ined for 

other stages.

1 0 1
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Level 2

r» - WX‘-';

1

F ig u re  7.3: The paths o f each stage at time slot 2 (two-level graph). 

In  general, the shortfa ll o f stage 1 a t tim e  s lo t n is g iven by

r m

K,1 =  max < 0, m ax
1 K m < n

V / ) 1 _ r t/  v ^ T i —j  1 n ,m >

I  ~ " j

where m is equal to  the length o f  the shortest path from  p o in t 1  a t level 0 to level m  in  an 

n-level g raph . A  s im ila r characterization o f  Y„l in  terms o f shortest paths in  a graph is given 

by G lasserm an [Gla97], but for renewal dem and and d e te rm in is tic  p roduc tion  processes. 

As we have argued in  the In trod u c tion , and can be seen in  the sequel, stochastic ity  in  the 

p roduction  processes and dependencies in  a ll processes invo lved su bs ta n tia lly  complicate 

the p ic tu re  and require a different and more involved large dev ia tions analysis than the one 

in  [G la97j.

Let us denote by {D^-.n  £ Z }  the  time-reversed stochastic process obta ined from  the 

demand process { D „ ;  n  G Z } .  In  p a rtic u la r, fo r any k  € Z , (D \ , D \ , . . . ,  Dj.)  has the same 

d is tr ib u tio n  as (Dj., D l _ t , . . . ,  £>{). S im ila rly , le t { B ln\n  E Z }  denote the time-reversed 

p roduc tion  process { B \ ; n  G Z }  o f stage i ,  i  =  I  N o tice  th a t due to  s ta tio n a rity

D \ _ j  has the same d is tr ib u tio n  as JZyLi -Dj- More generally, J2 j= k  D j  (or Y lj= k  & ) )  

has the same d is tr ib u tio n  as D j  (o r ]C j=1+ l D ) ) > th a t is, the  d is tr ib u tio n  o f the

p a rtia l sum  o f  demands (or tim e-reversed demands) du ring  a tim e  pe riod  depends on ly  on
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the length  o f  the period and  not on the s ta rting  tim e. The same is true  for the p roduc tion  

processes as well. Moreover, dem and and p roduction  processes are independent o f  each 

other. U sing these observations, Y'^ has the same d is tr ib u tio n  as the righ t hand side o f  the 

fo llow ing equation

Yn =  m ax 0, max
l < m < n

m /  m i

E D )  — m in  ( V "  B \  +  h { w 2 — uq)
J  h m . v / = m

0 < m i < m , / t €{0,L} I
l i — 0  ^  +  1 >**’ » ^ jV /= 0

+  B f  4- lo {w 3  — W2 ) 4- • - • 4- B i 1

i = k \ t  _ t  +  l

k i  -i-m o  

\

i= f c l  +  l

(7.9)

where " = "  denotes e qu a lity  in  d is trib u tio n , and ki - i  4-  f ° r  1 — l , - . - , A /  — 1.

Due to the  s ta b ility  co n d itio n  (6.1) a steady-state d is tr ib u tio n  exists for Y^. In  pa rticu la r, 

Yt) converges to  Y l as n  —¥ 0 0 . Therefore, using (7.9) we o b ta in

v i  ®Y  =  m ax
rn>0 f 5 Umi +* l(W 2  ~  Vfl)=m \

=0

+ S k l + l,kl +m2 + ^ 2 ( ^ 3  -  W 2 ) H--------------- F  SkM - 1 +  l,k.u- i + m . v , )

m in
in  1 f m i  + / 2 T r m , i /  = m

0 < m t < m ,  / , 6 ( 0 , 1 }  
( , = 0 = > m i + i , ( 1 + i , -  ,m .i f  = 0

(7.10)

where we use the no ta tion  in troduced  in  (1.16) w ith  the convention 2 Jt= jt+ i =  9 fo r any 

process { X i ;  i  6  Z } . To fa c ilita te  handling the above expression, le t us denote by G m the 

argum ent o f  the m axim um , i.e.,

T 1 =  m ax G m-
m >  0

We w il l  proceed w ith  estab lish ing  the large deviations resu lt in  (7.6). To th a t end, and 

in  the s tandard  large dev ia tions methodology, we w ill develop a lower bound and an upper 

bound and show tha t the corresponding exponents match. We s ta r t from  the lower bound. 

We w il l use the  fact th a t fo r a process X  and its  time-reversed version X ,  A.x(@) =  A y (0 ) ,  

which can be seen from  ( 1 -6 ). Consequently, A*v (a) =  A*^.(a).
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7 .2 .1  L ow er B o u n d

The lower bound resu lt is summarized in  the fo llow ing  proposition.

P ro p o s it io n  7 .2 .2  Assume the hedging points wy,wo,  - - - , w \ t  in  the multi-echelon system 

(cf. (7.4), (7.5)) satisfy

w i =  /3j_i/u/i. i  =  2 , . . . ,  M ,

where fii are constants and  1 <  0y <  ■ ■ ■ <  /3a /- i-  The steady-state shortfa ll Y l o f  echelon 

1 satisfies

l im in f  —  l o g P f y 1 >  tt/i] >  —Oq i» (7-11)
w i—►oo

where Oq t is given in  (7.7).

P ro o f :  For any m  >  0 we have

—  lo g P [y l >  twi] =  —  lo g P [m a xG m >  twi] >  —  lo g P [G m >  iu i]. (7.12)
W\ W\ m > 0  W\

Choose a >  0 and w rite  w \  =  ma. Then W{ — W i- i  =  — /3j_2)a fo r i  =  2 , . . . ,  M ,

where 0q =  1. Using (7.12) we obta in

—  log P r y 1 >  u;i] >  lo g P [G m >  ma}. (7.13)
w \ m a

and since we are interested in  the regime w i —* oo i t  suffices to analyze the behaviour o f 

the righ t hand side o f (7.13) fo r large values o f m. To tha t end, select x, >  0, i  =  0 , . . . ,  M ,

l i  €  (0 ,1 } , i  =  1 , . . . ,  M  — 1, and m i, i  =  1, . . .  , M  such th a t my +  l \  +  m 2  +  I2 +  • • • +

l \ i - 1 +  m t\f  =  m,

m x 0  — m y x y  — l y m ( j 3 y  — l ) a  — m 2X2  — h m i f o  ~  P i ) a  — — m ^ f x m  =  m a ,
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and =  0 implies m l + y ,l l + y , . . . ,  m \ i  =  0 for i  =  1 . . . . ,  M  — 1. VVe have

P[Gm >  ma]

>P m ax
m i + i i H  h m , v / = 7 7 i
0 < m , < m , / i e { 0 , l }

lj= 0 = > m i + i,J1+ i , -  ,m.v/ —0

-  s g + ltk l+m i -  h ( w  3 -  u/2) --------------------------------------------->  ma

> P  [ s g ,  -  s S n t -  hm aW y  -  1) -  5 g a+ li* l+ m a  S ^ _ l+ lJ tu _ l+ m u  >  m a ]

 p f c O 1 C®1___ _ _ oB^1
L l,m  J l ,m i J fci +  l,A:i+m 2 fc,vf-l +  l>fc.v/-t+,TlA/

>  m a ( l +  — 1) -F I2 W 2 ~  P i)  +  —  +  l& r - i ( 0 \ [ —i ~  P m - 2 )) ]•  (7-14)

We can d is tingu ish  M  cases, depending on the  values we select for 271, l L and m *. In  p a rtic ­

ular,

Case 1: Select I ! = • • •  =  l& i - i  =  0 which im p lies my =  m  and xq — xy =  a. Then from 

(7.14) we ob ta in

P  [Gm >  m a]  >  P  [.S ^ , -  5 ^  >  m a]

>  P [ 5 ^  >  m x 0] P [ 5 ^  <  mxy] >  e~m(A6 i^ o ) + A " ( x l)+e], (7 15)

where the last inequa lity  above is due to  the LD P  princ ip le  fo r the processes D l 

and B l  (cf. (1-14) and (1.15)) and holds fo r large enough m  and a ll e >  0. Using 

(7.13), ta k in g  the lim it  as wy —► 0 0 , and  o p tim iz in g  over 270, 2 :1  and a to  ob ta in  a 

tigh te r bound, and recalling th a t dem and and production  processes have identica l 

large deviations rate functions w ith  th e ir  time-reversed versions, we conclude

l im in f  —  Io g P fT 1 >  uql >  — in f  — in f  [A ^ [(xo )  4- A * 7 (2 :1 )]. (7.16)
u>i—foo W y  a > 0 a x q —h  = a  u  °

Case i ,  i  =  2 , . . . ,  M .  Select =  1, Zj,. . . ,  I m - i = 0 .  T h is  im plies 2 :0  — £12:1 —

105

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

• • • — £jX i =  a f i i - 1 , where &  =  i  =  1 , . . . ,  M .  Then from  (7.14) we ob ta in

P p m  >  m a ] —P — ^ m i  — - • - — 5 ^ _ 1 + 1 fc._l+ m . >  m a f i i - i j

> p [ S &  >  mar0]P [5 1̂ 1 <  m m ]  • • • P [S ^ _ l+hk t_ l+mx <  niiXi]

> e-"* [A ^ (x ° )+ fiA  ̂ (x i)+ -+ C .A V -(x i )+e]> (7-17)

where the  last inequality above is due to  the LDP p rinc ip le  fo r the  processes D l , 

B l , . . . ,  B l (cf. (1.14) and (1.15)) and holds fo r large enough m  and a ll e >  0. Note 

th a t since m i -+- l i  -+■ mo -F lo +  ■ ■ ■ +  l \ i —i +  m t\[ =  m ,  ou r selection o f  s and m is  

im plies m \  +  mo +  • • • +  m , =  m  — ( i  — 1), which by its  tu rn  im p lies +  • - • +  =  1

as m  —y oc. As in  case 1. we use (7.13), take the lim it  as w \  —> oc, and optim ize over 

xq, x \, . . .  , x i  and a to ob ta in  a t ig h te r bound, tha t is,

l im in f  —  lo g P fK 1 >  nq] >
u /[  —to o  W \

— in f  — in f  [A ^ fc o )  +  ^ A g T (^ i)  H F C i'A gT ^ i)]- (7.18)
a>0 a  X0-(iXi------£iXi = a 0 i—i D

(fi ,~ ,Z ,)€ O i

The tig h te s t lower bound is ob ta ined by sum m ariz ing (7.16) and (7.18) fo r a ll i  =

2 , . . . ,  M ,  i.e.,

lim  in f  —  log P [K 1 >  uq] >  —6 % ., (7-19)
u n -» o o  w \

where 6 q  l is g iven  by (7.7). ■

7.2.2 U p p er B ound

Next we w il l  estab lish  an upper bound on  the p ro b a b ility  o f  interest. T he  fo llow ing  propo­

sition establishes the  result.

P ro p o s it io n  7 .2 .3  Assume the hedging points w i ,W 2 , - - -  ,w m  in  the multi-echelon system
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(cf. ( 7 .4 ) ,  ( 7 .5 ) )  satisfy

where Pi are constants and I  <  Pi <  • • • <  P m - i -  The steady-state shortfa ll Y l o f  echelon 

1 satisfies

1 '  (7.20)limsup —  lo g P [r l > tui] < — Bq  i ,
w i —*oc

where

and where

0 - = s u p
{fl>0: SUp (Ad i (0) + £ l A Bl ( - 0 )  -----

( f i  £.)eo,
& A B, ( - 0 ) )  < 0 }

P ro o f:  W e have

P f K 1 >  u/i] =  P [rn a x G m >  -toi]
m >0

= P m ax
m >  0

s u L  -  , m i n  +  l t ( w 2 -  w i )
 h m .v j= m  \

>  W \

= P m ax

m a x
m > 0

m j  -i 1- m \ t  = m —( M — 1)

(7.21)

i  =  1 M .

(7.22)

< P m a x
m > 0

[

+  • • • 4- <?®" ^^  ^  fc .v r - i  +  l , * . u - i + m A /)

{ “ >0 (S°m _  5 ° + ' - t l + m )  ’ • • ■ •

( « fm  -  S?,L, -<,W2 - W 0  -  -  < C '_ ,+ }  >  » , ]

( S & - S & )  > » ■ ]  + • • •

(s? ,L  - s & ,  -... - sg"m a x
m > 0

m H  bm ,vr = m —( M  — I )

(7.23)
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In  the second equa lity  above we consider a ll possible sample paths tha t can lead to  a value 

larger than w\.  In  p a rticu la r, the first such sam ple p a th  corresponds to  L\ = 0 ,  the zth 

sample path corresponds to  l i  =  - • • =  I ,_ l =  1 and  =  0, fo r i  =  2, . . . . M  — 1, and the 

M th  sample pa th  corresponds to / [ = • • •  =  =  1- The firs t inequa lity  above bounds

the p robab ility  o f the m axim um  o f a ll those sam ple paths by the sum o f the  in d iv id u a l 

probabilities. Hence, i t  suffices to  bound each the p ro ba b ilit ie s  in  the r ig h t hand side o f  the 

above. VVe d is tingu ish  M  cases:

C ase 1. For the firs t p ro b a b ility  in  the r ig h t hand side o f (7.23) and for 0 >  0 we have

m ax -  Sum ) >
m > 0  \  /

< E
0 ma x m >o ( S ° lm - ) — Ow t

s E E
m >  0

I t ’  1

K [ { 6 )  4 -  ^ 2  e m (A 6 l( f l )+ A Bl ( - 0 ) + £ l ]
m>mQ

—Owi

< K , { 6 ,e O e - ^ 1, i f  A 6 , (6 ) +  A §1 ( - 0 ) <  0,

(7.24)

where mo is su ffic ien tly  large and ei > 0 .  In  the  firs t inequality above we used the 

Markov inequa lity . In  the th ird  inequa lity  above we have sp lit the sum m ation  in  two 

parts. Specifically, term s corresponding to  m  =  0 , . . . ,  mo are sum m arized in  K {  (6 ). 

For the rem ain ing  term s we use the existence o f  the lim it in g  log-m om ent generating 

function (cf. E qua tion  (1.6)). F inally, in  the last inequa lity  above, since the  exponent 

is negative (fo r su ffic ien tly  small C[) the in fin ite  geometric series converges to  some 

K [ '(0 ,e i )  w hich when combined w ith  K [ { 6 ) y ie lds  K \ {9 .  ei). O p tim iz in g  now over 6  

to obta in  the tigh test bound yields

in f K i ( 9 ,e i ) e ~ 0Wl <  K \ { 6 \ ,e i ) e ~ 0' Wl, (7.25)
{ 0 > O :A d i  ( 0 ) + A s i ( —0)<O }
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where

0 ( 4 sup 0.
{0>O: A d i ( 0 ) + A b i ( - t f ) < 0 }

(7.26)

Case i ,  i  =  2 , . . . ,  M .  For the i th  p ro ba b ility  iu  the  r ig h t hand side o f (7.23) a nd  fo r 0 >  0 

we have

max
m > 0  

mi+rri2 H----

< E  ^ e x p  ^ 0 m ax
m >  0 

mi H----

E

m >  0
mi-t hm,=m—(z—L)

, - 0 3 , - i w i

<  ^ 771 * SUP E
m > 0  m H  r m . i = m —( i — l )

S U |  — s k i _ l + l . k i _ l + m i  )

Y *  m S K ' ^ O .  £ i )  S U p  e » « ( A D i W + C i A d l ( - f l ) + - + « . A f i i ( - f l ) + e . )

(Si S.)ec\r n > m o

, - 0 0 , - i W l

< F fi (0 ,e I ) e - ^ - lU,‘ , i f  sup ( A ^  (0) +  f t A * .  ( - 0 )  4- • • • +  & A g , ( - 0 ) )  <  0,
(Si S.)eo,

(7.27)

where &  =  rn i /m ,  i  =  1 m o is su ffic ie n tly  large and e* >  0. A s in  Case 1, 

in  the f irs t  inequa lity  above we used the M a rko v  inequality, in  the fo u rth  inequa lity  

above we used the existence o f the lim it in g  log-m om ent generating functions, and in  

the last in e q u a lity  above we used the fact th a t the  in fin ite  geometric series converges 

i f  the exponent is negative. O p tim iz ing  over 0 to  o b ta in  the tigh test bound

P  m a x
[_ m > 0

m  iH----- l-m; = m —( i — 1)
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where

9 * =  sup 9.
{o> 0 : sup (A d l(0 ) + f i A f i i ( - 0 )  -t b & A B. ( - 0 ) )  <  0 }

S um m ariz ing  Cases 1 , . . . ,  M  and using (7.23) we obta in  th a t fo r  a ll e i , . . . ,  e\[ >  0 and 

for some K i ( 9 l , e i ) ,  . . . ,  K m {9\[,€.m )

P  [ Y l >  W l] <  K l (0 l ,e l )e~$i w' + - - -  +  K M ( 9 l „ e  M ) e - W “ - ' w' . (7.28)

L e tting  w i —> oo we conclude

lim sup  —  lo g P [y 1 >  tni] <  —#c?,L' (7.29)
Wl—KX W \

where

9c, i =  rmn{9[, P rfZ , ■ ■ ■, /3m - i 9*m ).

7 .2 .3  U p p e r  a n d  L ow er B o u n d s  M a tc h

F ina lly, we w il l  show th a t the upper bound has the  same exponent as the lower bound. 

P ro p o s it io n  7 .2 .4  I t  holds

*C,1 =  &C, l>

where 9q  i and &c i are defined in  ( 7.7)  and (7.21), respectively.

P ro o f:  I t  suffices to  show tha t

in f  -  in f  ( A ^ ( x o )  +  f t A ^ O n )  +  • • • +  & A £ ( * i ) )  =  f t - i f t *  =
a > 0  a  xo-?[i[ £ i X i = a 0 i - i  °

n o
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f t - 1 sup
{ f l > 0 :  S U p  ( A D i ( 0 )  + ^ i A S l ( — 0 )  +

( £ i .......£ . ) € C \

& A B. ( - 0 ) )  < 0 }

for all i  =  1 , . . . ,  M ,  where f t  =  1. To th a t end, notice tha t

f t -1

( \
s u p  8

{ f l > 0: s u p  ( A d i ( 0 )  + ^ i A g l ( — 0 )  H +  £ i A s . ( — 0 ) )  <  0 }

\  (S i......S .)eo, /

sup 9.
{fl> 0 : sup (ADi ( 6 / P i - i )  +  £ iA Bi ( —9 /(3 i- i)  H h & A B, ( - 0 / f t _ i ) )  <  0 }

(€i ,.~,6 )€Oi

To proceed we w il l  use the fo llow ing  Lem m a which was shown in  Bertsimas, Paschalidis, 

and T s its ik lis  [BPT99].

L e m m a  7 .2 .5  ( [B P T 9 9 , L e m m a  6 .2 ])  For  A*(-) and A(-) being convex duals and as­

suming that A ( 8 ) <  0 fo r  sufficiently sm all 9 >  0. i t  holds that

in f  iA * ( a )  = 9 '  
a> 0  a

where 9* is the largest root o f the equation A (8 ) =  0.

Notice next th a t

in f  ( A ^ ( x o ) + ? i A ^ ( * i )  +  - - - + ^ A ^ T ( * i ) )  (7.30)
x 0 - S i x i ---------- £i X , = a / 3 i - i

( S i  , - , ( i ) e O i

is a convex fu n c tio n  o f a as the value fun c tio n  o f a convex o p tim iza tio n  problem w ith  a 

appearing o n ly  in  the righ t hand side o f  the constraints. M oreover, i t  can be shown th a t i t  

is lower-semicontinuous (by [BPT99, Lem m a 6.3]), and thus we can app ly convex dua lity  

results and use Lem m a 7.2.5. F ina lly , fo r any a j  >  0, j  =  1 , . . . ,  i ,  w ith  £ i +  • ■ ■ + &  =  1, 

A Di(9 //3 i- . i)  +  f i A Bi (—6//3i-.i) +  •■• 4- & A S. ( — 9 /f3 i- i )  is equal to  zero at 9 =  0 and has
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negative derivative  by the s ta b ility  cond ition  (6.1), w h ich  im plies th a t

sup (A Di ( 0 / f t _ i )  + £ i A Bi ( - 0 / f t _ i )  +  - - - + & A B. ( - 0 / & _ i ) )  (7.31)
( f t  ft)eo<

takes negative values fo r suffic ien tly  sm all 9 >  0. As a fin a l step we show th a t the expression 

in  (7.30) is the convex dua l o f the expression in  (7.31). Indeed we have

sup < 6 a — in f  ( A ^ ( x 0) +  f i A „ 7 ( x i )  H h & A £ 7 (x t-))
a  I  xo— f t x i ------- £ i X i = a 0 i - i

(ft ,~.,6 )ec\

=  sup sup {9a  -  A p t(^ o ) -  ̂ iA g 7 ( x i ) --------- ^ A g T ( x i ) }
“ x o - ^ i x i -------^ ,x ,=ad ,_  I

(ft,...,ft)€0,

=  sup i e  XQ~ ^ X \  ± iXi -  A*d+ (xo ) - C l A ^ T ( x i ) ------------ & a ; t  ( * . - ) }
x o , x i , — ,x, ^ P i - 1  J

( f t

=  sup { A Di(9 / /3 i - i )  +  € iA Bi ( - 9 / / 3 i - L )  H 1-&AB, ( - 0 / / 3 i_ i ) }  .
( f t  &)€Oi

■

C om bin ing  Propositions 7.2.2, 7.2.3 and 7.2.4 we ob ta in  the m ain result sum m arized in  

Theorem  7.2.1. Some remarks are in  order.

Rem arks:

1. Theorem  7.2.1 provides us w ith  the asym pto tic  decay rate for the overflow p ro b a b ility  

o f the shortfa ll, o r equivalently, w ith  the asym p to tic  decay rate o f the stockout p rob ­

a b ility  fo r the echelon inventory a t stage 1. M ore in tu itive ly , Theorem  7.2.1 asserts 

tha t

P[ATl <  0] =  P [ r l >  w i j  ~  e~e° - 'Wl. (7.32)

2. The p ro o f o f Theorem 7.2.1 characterizes the  most like ly  path th a t leads to  stockouts 

and provides in tu itio n  on how they occur. Recall from  the p ro o f th a t we have shown
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(cf. Equation (7 .21))

0G i =  m in (0*, 0\9%, ■ ■ -, & w - i0 a / ) ,

where 0*. i  =  1 is the largest ro o t o f the equation s u p ^  £ j ec>. (A£>i(0) +

£ iA b i ( —9) +  ••• +  & A B. ( — 9)) =  0 (cf. E qua tion  (7.22)). Consider th e  case 9G t =  

0 i - iO ’  for some t =  1 . . . . .  M ,  where 0o =  I .  To avoid degenerate cases assume tha t 

a ll p roduction  processes B l have d is tin c t lim it in g  log-moment genera ting  functions 

and tha t 1 <  0 \  <  • • - <  0 m - i -  Let j  =  1 be the o p tim a l so lu tion  o f

the o p tim iza tio n  p rob lem  su p^ j (A£>i(0) + £ i A s i ( — 0 ) +  •••+■ ^ A g . ( — 0 )) at

9 =  O’ . I t  can be seen th a t one o f the fy  ’s, is equal to 1. In  p a rticu la r, is equal to 

1; otherwise, i.e., i f  £ ’  =  1 for some j  <  i, 9 ’  =  9’  and P j- iO ’  w il l be the  m in im ize r 

in  the de fin itio n  o f 0 ’G l since P j- iO j  <  /3 i - {9 ’ . Therefore, 9 ’  is the largest roo t o f  the 

equation A d i (6 ) +  A g . ( — 9) =  0 and th e  stockout p ro ba b ility  a t stage 1 behaves as 

the exponentia l

_  e-0 ’ wi

Considering the single stage result (cf. P roposition  5.2.1) we can say th a t stage i 

production  capacity is the "bottleneck” and characterizes the stockout p ro b a b ility  at 

stage 1.

3. Suppose th a t f3 =  ( /? i , . . .  , 0 m - i )  —> oc. Then  from  Equation (7.21) we have

lim  0 G i =  0 ’L l ,
0—yoa

where 9*L l is the largest ro o t o f the equation  A d i (0) +  A b i ( —9) =  0. T h is  is consistent 

w ith  the resu lt o f  Theorem  6.2.2. Essentia lly, as 0  —)■ oo stages decompose and stage 1 

is not affected by the upstream  m ateria l requirem ent constra in t, w h ich  makes Theorem
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6.2.2 accurate. In  general, Equation (7.21) shows that

*e u  <  * l ,i . (7.33)

and Theorem  6.2.2 underestimates the stockout p robab ility .

The resu lt o f  Theo rem  7.2.1 can be easily generalized to  y ie ld  the  steady-state stock­

out p ro b a b ility  o f the  echelon invento ry X 1 at the rem ain ing stages i  =  2 , . . . ,  M .  More 

specifically, we can th in k  o f echelon inven to ry  X x at stage i ,  i  =  1 , . . . ,  M  as the echelon

1 inventory o f  an ( M  +  1 — i)-stage su pp ly  chain s ta rting  a t the i t h  stage o f the orig inal

system. Hence, genera liz ing  Theorem 7.2.1 we ob ta in  the fo llow ing  co ro lla ry .

C o ro l la r y  7 .2 .6  Assume the base-stock levels Wi,Wi+ l ,- - - , w \ [ ,  f o r  i  =  in the

multi-echelon system satisfy

w i+k =  0 i+k- i w i ’ k  ~  1, • - • • M  -  i,

where f i\+k_ l are constants and 1 <  f i \  <  ■ ■ ■ <  f i \ r _ i -  The steady-state shortfa ll Y l o f

echelon i  satisfies

lim  —  log P  [Y { >  Wi] =  -e'G (7.34)
Ujj-foo Wi

where Oq i is determined by

eh,i =  m in in f  -  in f  (A )+  (x0) +  A ^ , ( * i ) )  ,
a > 0  a x o - x , = a  u  a  >

1
in f  in f  ( A ^ i  (2 -0 ) 4" £t'Ag, (x j)  -I- ^ j + i A ax+i ( ^ z + i ) )  , • • -,

(£h£i+ i )€C>2

in f  -  in f  ( A ^ [  ( x 0) +  & A *7 (x,) H 4- A * '~M (x M ))
“ > O ax0- ( ,x ,  S.uxu=*9 \ l _ l u  a a t

(&> —’(.W _1 + I

. (7.35)
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7.3 Refining the Large Deviations Asymptotics

N ext we w il l  discuss heuristics fo r re fin ing  the large dev ia tions asym ptotics. W ith o u t loss 

o f genera lity  we w ill concentrate on stage 1. The discussion can be easily extended to the 

rem ain ing  stages based on C o ro lla ry  7.2.6.

Theorem  7.2.1 provides us w i th  the asym ptotic decay ra te  fo r the stockout p robab ility  

o f the echelon-1 inventory as its base-stock Level goes to in f in ity . T h is  leads to the fo llow ing 

approx im ation

P [ Y l >  u/i] ~  e~°o.iWl. (7.36)

To im prove the accuracy o f the approx im ation , especially fo r  re la tive ly  large stockout prob­

ab ilities  (i.e., sm all safety stock u q ), we w il l introduce a p re fac to r in  fron t o f the exponential. 

T h is  is in  accordance w ith  the developm ent in  Section 6.2 where we used a constant prefactor 

(cf. (5 .8)). A  constant prefactor was also used in  im p ro v in g  the  large deviations approxi­

m ation  in  the multiclass single-stage case considered in  B erts im as and Paschalidis [BP01]. 

Here, instead, we w ill use the fo llow ing  refined app rox im a tion

P [ Y l >  tiq ] as f l (vn , 0 ) e - ° ° ' i Wl, (7.37)

where the  prefactor f i ( w i , 0 ) is a fun c tio n  o f w i and 0  =  (/3l, - - •, 0m - i ) =  ( ^ >  • • •  * ^ L)- 

As we commented in Section 7.2, as 0  —> oc, different stages decouple and the upstream 

m ateria l requirem ent constra in t becomes insignificant. Thus, to  be consistent w ith  the 

analysis o f  Section 6.2 we w il l select a function f i { w \ , 0 )  th a t converges to a constant as 

0  —> oo. In  particu la r, l im ^ - * *  f \ ( w \ , 0 )  =  c i and lim /g_>oo0G l =  i» where c i is equal 

to the constant prefactor used in  (5.8).

We w i l l  be using a function  w h ich  is piecewise linear in  w \  and 0  to  represent f \ ( w \ . 0 ) .  

More specifically, we w ill evaluate the  stockout p ro b a b ility  P [ V l  >  uq] at several sample 

points w  =  by s im u la tio n  and then find  a piecewise Unear function  f i ( w i , 0 )

so th a t 0 )e~9°  lWl matches the  true  value o f P f V 1 >  itq ] a t those sample points.
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Th is  requires two m ain steps: (i) selecting appropria te  sam ple po in ts  w  =  (u q , . . . ,  /•), o r

equ iva lently  points (u q ,/3) =  ( irq ;0 i , . . .  , /? m - i)  =  (nq ; . . . ,  and (ii) given a “ da ta  

set” o f  ( (uq , /3 ) ; / i ( -u q , /3 ) )  pairs, “ f i t ”  a function  f i ( w  i, /3 )  to  the points in the d a ta  set. 

We w il l  s ta rt from  step ( i) .

We are interested in  selecting sample points (u q , /3 ) such th a t uq values are scattered 

in  R+ , /3 are in  the feasible set B =  { 0  : I  <  0 i  <■■■ <  Pm - i ), and adequately captu re  

the fo rm  o f / i ( u q , /3 )  in  a ll pa rts  o f the feasible set. R eca ll from  the p ro o f o f Theorem  7.2.1 

tha t (E qua tion  (7.21))

db, i = m in ( 0 J ,0 l 0 2 , - - - ,0 A / - i0 A / ) ,

where 0 *, i  =  1 , . . . ,  A f , are defined in  E quation  (7.22). T h is  characterization o f 9q  t 

separates the feasible set B  in to  up to M  po lyhedra l regions depending on which te rm  is the 

m in im ize r in  (7.21) (i.e., region i  contains those 0  th a t lead to  9 ^  l =  P i_ i9 ' ,  i  =  1 , . . .  , M , 

where Pq =  1). We expect the form  o f f i ( w i , 0 )  to  be ra the r d iffe rent in each o f  those 

regions, hence, to achieve enough “variety”  in  selecting the sample points we w il l p ick  a 

num ber o f points in  each o f  those M  regions. In  p a rtic u la r, we w il l p ick sample po in ts  on 

the vertices and extrem e rays o f the M  po lyhedra l regions; any o the r point in  B  can be 

expressed as a convex com b ina tion  o f those. We can p o te n tia lly  p ick some sample po in ts  

in  the in te r io r o f each p o lyhe d ra l region; th is w ould lead to  a b e tte r approxim ation  o f  the 

prefactor. For illu s tra tiv e  purpose, Figure 7.4 presents an exam ple when M  =  3.

I t  should  be noted th a t when the supply chain has a large num ber o f stages, the num ber 

o f vertices o f the M  po lyhe d ra l regions discussed above is large and i t  is com pu ta tiona lly  

expensive to  evaluate the  stockout p robab ility  a t a ll such vertices. Instead, we can select 

much fewer sample po in ts  and extrapola te  to o b ta in  / 1(/3). We provide  a two-stage exam ple 

in  F igure  7.5.

Suppose next th a t we have selected a set o f K  x  N  sample po in ts  (w f , /3l ), k =  1 , . . . ,  K ,  

t =  1 . . . ,  IV, • « ; [ < • • •  <  w p .  Le t w * ’1 =  ( w ^ w f P l , . . .  ,W i0 tM _ l ) be the hedging p o in t 

vector corresponding to  ( w ^ ,0 l ). We sim ulate the system  w ith  each sample po in t w*>1,
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F ig u re  7 .4 : We depict the feasible set G in a three-dimensional example. The 
set G consists o f three regions: region I, where 9q t =  0 \. region I ,  where 
6q  t ancl region IH, where 9q l =  As sample points we select
points Q i,  Q i , Q3 , Q±, Q$, Q$, Q-j, and potentially some additional points 
scattered in regions I—HI.

k  — 1 , . . . , K ,  i  =  1 , N  and ob ta in  the  stockout p ro b a b ility  P [ y 1 >  ti/* ]. We compute

t pry1 > lô i
f M ’ F )  =  •g  G,  1 1

Thus, we construct a da ta  set consisting o f  pa irs ( (w f . /3 z) ; f i ( w f . j 3 ‘ )). To make th is  proce­

dure co m p u ta tion a lly  efficient and reduce the  required  s im u la tion  tim e  we can select sample 

points w 1,1, . . . ,  w A,iV w ith  re la tive ly sm a ll safety stocks which do not lead to  very small 

stockout p ro ba b ilit ie s  (such p robab ilities  require  long s im u la tion  runn ing  tim es). The key 

point here is th a t we use large deviations analysis to  o b ta in  the exponent o f  the stockout 

p robab ility ; the app rox im a tion  in  (7.36) im proves as stockouts become m ore rare. We only 

use sim ula tion  to  re fine the approx im ation  and we w il l  use sample po in ts  in  the regime 

where stockouts are no t p a rticu la rly  rare and thus easier to  simulate. We w il l  la te r provide 

numerical results (Section 7.6) dem onstra ting  th a t the  proposed procedure leads to  very 

accurate approx im ations.

We w il l now tu rn  ou r a tten tion  to  step ( ii)  m entioned above. T h a t is, we assume we 

have a “da ta  set”  consisting o f K  x  N  pa irs  f i ( w i , / 3 ) )  and w ish  to  construct a
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F ig u re  7.5: We consider a system w ith two stages and assume that 8[ >  
8 0 . For a fixed uq, / i(u q ,/? i) is a function of A, B ,C , D , E , F  are sample“* Q *
points. Suppose that we do not know We can approximate it  by
extrapolating segment BC  and D E  as shown in the graph. To maintain the 
continuity of / i(u q ,d i)  and convexity in region [1,8\/8X\ and [& l/d^,  oc), we 
select Q as 8 ^/82 ). For points to the right of F, we set them to be
constant and equal to f i (w i ,3 p ) .

a function / i ( u q , / 3 )  which is for a fixed uq, piecewise linear and convex function  o f /3 in 

each o f the M  po lyhed ra l regions com pris ing  B. and for a fixed /3. piecewise linear function

which is convex in  /?, in  each o f the M  po lyhed ra l regions, for a ll i  =  1 , . . . ,  M  — 1. Hence, 

based on the app rox im a tion  in  (7.36), P [ Y l >  uq] is convex in  in  each o f  those regions 

for large values o f  uq . Thus, we select a convex function  / i(u q , /3 )  to  re ta in  convexity o f 

P [ Y l >  uq] fo r sm a ll values o f uq as can be seen by the refined app ro x im a tio n  in  (7.37).

Let us nex t f ix  some a rb itra ry  w  =  o r ( w \ , 0 )  =  (itq ; . . . ,  ^ - )  and

assume th a t /3 belongs in to  the po lyhedra l region corresponding to  Oq  t for some

j  =  1 , . . . ,  M .  Le t ( (w i , /3 l ): k  =  1. . . .  , K ,  i  =  1 , . . .  , n  be the subset o f the

data set w ith  /3l in  th a t region (in c lu d in g  po in ts on the boundary and the vertices o f the 

region derived fro m  extrapo la tion). We d is tingu ish  two cases:

1. Assume th a t f i  is in  the convex h u ll o f /3l , . . .  ,/3n . Solve the fo llow ing  linear program-

fiinc tion  / i (u q , /3 )  th a t matches the g iven da ta  points. More specifically, we w il l be using

o f uq € K+ . T he  selection o f such a fun c tio n  is m otivated by E qua tion  (7.36). Note that 

due to (7.21)

max e
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m ing (L P ) problem for each k  =  1 , . . .  , K :

m in ^  --------1- C n / i ^ f , 0 n)

s.t. Cl/31 H 4- Cn f ln =  P
(7.38)

Cl H +  Cn =  1

Ci — Oj 1 — 1 t - - - ? 72..

N ote  th a t this LP is always feasible since 0  is in  the convex hu ll o f 0 l , . . .  , 0 n . Le t 

(Cf, • • • 7 Cn) be an o p tim a l so lu tion . Then we can set / i(u ; f , /3 )  as follows

n 

i =  1

2. Assume 0  is not in  the convex hu ll o f 0 l , . . . , 0 n. N ote  th a t in  th is case the L P  in  

(7.38) is infeasible, and 0  is in  the unbounded region, e.g., the points to  the r ig h t 

o f  p o in t F  in F igure 7.5, w h ich  means some com ponents o f 0  is fa ir ly  large, the  

decoupling effects take place as we discussed in  Section 6.2. Therefore we can use a 

constant to  approximate / i ( - ) -  As suggested in  the exam ple o f Figure 7.5 we w il l  f in d  

the  p ro jec tion  o f 0  onto the  convex h u ll o f 0 l . . . .  , /3n , say /3X, and f i i w ^ p 1-) by 

so lv ing  (7.38). We set f i ( w $ , 0 )  =  f i i w ^ P ^ ) ,  e.g., =  / i (w i , 0 f ), fo r a ll

0 i  >  0F  in  Figure 7.5.

A fte r  we obta in  0 ) . . . . .  f \ ( w ^  . 0 ) ,  we can construc t a piecewise linear fun c tio n

o f w i  based on these K  sample po in ts  (using extrapo la tion  fo r w \ <  w } or w\ >  u / f  ), then  

find  the  value o f f \ ( w \ , 0 ) .

In  sum m ary, the procedure described above selects a num ber o f sample points in  (R+ , B) 

and ob ta ins  a function f i { w i , /3 )  w h ich  is piecewise linear convex in  0  in  each o f its  regions 

and piecewise linear in  w \. f \ . { w \ , 0 )  w il l be used in  E qua tion  (7.37) to y ie ld  an ana ly tica l 

app rox im a tion  o f the stockout p robab ility .

I t  shou ld  be noted tha t the heu ris tic  procedure we discussed w h ich  approximates f i  ( w i , 0 )
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is one p o te n tia l approach. A lte rn a tive ly , given a data set consisting  o f K  x  N  sample po in ts 

in  (R+ , B) we can approxim ate  by some param etric  fo rm  (e.g., some p o lynom ia l

function  o r even a neural ne tw ork) and then use a least squares procedure to “ f i t ”  the 

param etric form  on the data  set.

7.4 Approximating the expected inventory cost

The m ain m o tiva tion  for ana lyz ing  the echelon inventory p o lic y  was to acquire the f le x ib ility  

to  reduce expected inventory costs by trad ing -o ff inven to ry  between various stages, w hile , 

a t the same tim e, m a in ta in ing  service level constraints. To th a t end, we need to  assess 

expected inven to ry  costs.

We w il l  assume linear inven to ry  costs. Le t h, be the h o ld in g  cost for echelon-i in ven to ry

for a ll i  =  1 , . . . ,  M .  N o ting  th a t the  expected echelon-i inven to ry  is given by E [ / 1] -I -t-

E [ / 2] -F E [ ( / l )+ ], where ( / l )+ =  m a x ( / l ,0) , the to ta l expected inventory cost is g iven by

/ q E [ ( / l )+ ] +  M E [ ( / l )+ ] +  E [ / 2]) +  - • • +  / iA, ( E [ ( / l )+ ] +  E [ / 2] +  • • • +  E [ / a/]). (7.39)

We have

E [ ( / 1) + ] =  E K t i q - O + l

=  E [m ax (m i — T l ,0)]

=  W \  -  E [ K l ] +  E [m ax(0 , Y l -  uq)]. (7.40)

Using the ta il d is tr ib u tio n  o f Y l g iven in  Equation (7.37), we ob ta in

E [m ax(0, Y 1 — u q ) j
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e ~ ° G A Wl
=  M ^ P ) — ------ . (7.41)

°G, 1

For a ll i  >  2, we have

P  =  (wi -  y { ) -  (Wi_ l -  r - 1),

which im plies

E [P] =  (Wi -  E p ^ ] )  -  ( w i . i -  E [F 1- 1]). (7.42)

Thus, com bin ing  (7.39), (7.40), (7.41), and (7.42), the to ta l expected inven to ry  cost can be

approxim ated by the  fo llow ing  expression

M
£  h i i w i  -  E [ r 1]) +  ( /h  +  - - • +  h A/) E [ ( r 1 -  ml )+ ] =
i =  I

M e- 0G. I “'I
' 5 2 hi ( w i - E [ Y i } ) - h ( h l + - - -  +  h X[) f d ™ i : 0 ) —0 T -----   (7.43)
i=L G-!

To o b ta in  an a n a ly tica l approx im ation  for the inven to ry  cost we are now le ft w ith  com puting 

E [T 1]. T h is  is hard  to  do ana ly tica lly : instead we w ill use an approach s im ila r to the one 

used in  o b ta in ing  f i ( w i , ( 3 ) .  We w ill f irs t estab lish some s tru c tu ra l p roperties for E [V '1].

P ro p o s it io n  7 .4 .1  Consider the multi-echelon system (cf. (7-4), (7 .5))  and let 0 <  w \ <  

wo <  ••• <  w \ r  be the corresponding hedging points. Define A * =  w i+ 1 — to,, f o r  i  =

1 , . . . ,  M  — 1. Then  E [Y 'W] is a constant fu n c t io n  o f  (A i ,  ■ • - , A A/ _ i ) .  Furthermore, f o r  all

i  — 1 M  — 1, E [T l ] is a function  o f  (A j .  • • • » A A/_  l) ,  which is convex and monotonically

nonincreasing in  every coordinate. In  addition, as A , ,  • • • , A A/-_i —> oo, E [ y i ] converges to 

a constant.

P ro o f:  Recall from  (7.4) and (7.5) tha t the shortfa lls  satisfy the fo llo w in g  evolution equa­

tions:

Y*+ l  =  m a x { * 2 '+  -  B ; ,  0, Y ^ 1 +  £>* -  A , } ,  i  =  l , - - - , M - l ,  (7.44)

Y f h  =  m ax{Y nM +  D ln - B Z r , 0 }. (7.45)
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Due to  the  s ta b ility  condition (6.1), a steady-state d is tr ib u tio n  exists  for Y£. In  p a rticu la r, 

converges as n  —> oo to Y 1. From  the evolution equations (7.44) and (7.45) i t  is clear 

tha t E [ F W] is a constant function  o f  ( A i ,  • • • , A m - i ).

Consider next the echelon invento ry  a t stage M  — 1 in three d is tin c t systems A  and 

B, and C .  System A  operates w ith  hedging points satis fy ing  A m - i =  A  a - System  B

operates w ith  hedging points sa tis fy ing  A u - i  =  A g . System C  operates w ith  hedging

points sa tis fy ing  A c  =  aA.-i +  (1 — a ) A s ,  where 0 <  a  <  1. Assume w ithou t loss o f 

generality th a t A  a  <  A  B. Let Y ^ ~ 1, Y g ~ l . and Y^ l ~ 1 be the echelon shortfa ll a t stage 

M  — 1 fo r systems A , B,  and C,  respectively, during tim e slo t n . We define the dem and 

and p rodu c tio n  processes for a ll systems A, B ,  and C  on the same p ro b a b ility  space so th a t 

they are d rive n  by identical sample paths. As a result, the eche lon -M  shortfa ll in  a ll three 

systems is identica l for a ll tim e slots n; we w il l  denote i t  by Y „ r - W e have

Y & +\  =  m a x {F ;wn- 1 + D ln -  B * * ~ \  0, Y **  +  D \  -  A .4},

Y ^ i  =  m a x { y £ '- 1 +  D ln -  B ^ ~ \  0, YnM +  D ln -  A * } ,

and

Y g~+\  =  m a x { ^ r l +  D \ -  B * l ~ l , 0, Y ‘' r +  D ln -  A c }.

At tim e 0, le t F f  q-  1 =  FgW0_1 =  Y £ r0~ l =  0, which satisfy

< 4 ,0 _ l +  (1 -

Suppose a t tim e  slot n,

+  ( i  -  > y & - 1-

A t tim e n  +  1,

= a m a x { F ^ n- 1 +  D \  -  B “ ~ \  0, YnM +  D \  -  A a } +
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(1 -  a) max { Y “ ~ l +  D r\ -  B * l ~ \  0, YnM +  D ln -  A B }

>  max { a { Y " - 1 +  D ln -  B ^ ~ l ) +  (1 -  a ) O ' # " 1 +  D ln -  0,

a ( y "  +  D ln -  A a ) +  (1 -  a ) ( ^ v/ +  D ln -  A B) }

=  msX { ( a Y ^ - l +  ( l - a ) Y ^ I - l ) + D ln - B ^ - \  0, Y * *  +  D ln -  ( a A A +  (1 -  a ) A B )}

>  m a x {F ^ n- 1 +  D ln -  B ^ ~ \ 0, +  D „  — A c }

_ V M - 1 
~ I C , n + 1*

Therefore, for a ll tim e slots n ,

“ K f i ' 1 +  d  -

which im plies

a E [V ^w “ l ] +  (1 -  a )E [y ^ v /_ l ] >  E [ l^ u _ 1 ].

Thus, E [ y A/'~ I ] is a convex fu n c tio n  o f A ;u _ i .  Furtherm ore, from  (7.44) i t  can be easily 

seen th a t E [ y iU_ l] is nonincreasing in  A a /_ i  and as A m - i  —* 00 converges to  a constant. 

In  p a rticu la r, it  converges to  the  expected shortfa ll o f  a single-stage system w ith  demand 

D l and capacity B M ~ l (decoupled system).

S im ila rly , i t  can be shown th a t E [ y i ], which is a fu n c tio n  o f  (A t , • • • , A m _ i ), is convex 

and nonincreasing in  A , and th a t i t  converges to  a constant as A t —> oc. Follow ing a 

s im ila r procedure, i t  can also be shown th a t fo r a ll sample paths and a ll tim e slots n , 

y^+ l is a convex and nondecreasing function o f y ^ + l , w h ich  by its  tu rn  is convex and 

nonincreasing in  A j+1, and convex and nondecreasing in  Therefore, E [ y ‘ ] is convex

and nonincreasing in A l+ i- C o n tin u in g  in th is fashion, we conclude th a t E [ y i ] is a function  

o f (A i ,  ■ ■ ■ , A lU -y )  which is convex and nonincreasing in  every coordinate. Furtherm ore, 

as A  i , - -  - , A m - i —► oo, E [y * ]  converges to a constant. In  p a rticu la r, i t  converges to  the 

expected shortfa ll o f a single-stage system w ith  dem and D l and capacity B l (decoupled 

system ). ■
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M otiva ted  by these p roperties o f EfY"1] we w il l  approxim ate  i t  us ing  a piecewise linear 

convex fun c tio n  <fc(Aj, • • • , A ^ - i ) ,  using a s im ila r approach to the one used in  approxim at­

ing f i { / 3 )  in  Section 7.3. M ore  specifically we w il l  be using the fo llo w in g  approx im ation

E [T ‘ ] =  </i(u/i+1 -  -  û w - l), i  =  1 . . . . ,  A / -  1. (7.46)

As in  Section 7.3 we can select a number o f sample po in ts  w J, j  =  1 , . . . .  N ,  and construct a 

piecewise linear convex fu n c tio n  tha t matches E [K l ] a t those sample po in ts . Note th a t one 

can evaluate EJV1] from  the  same sim ula tion  used to  evaluate P [K l >  u / j ] ,  thus, the same 

set o f  sample points and s im u la tio n  runs can be used to  construct b o th  #, (-) and / i (  ).

We now have a ll the ingred ients to pose the p rob lem  o f  o p tim iz in g  expected inventory 

costs subject to  m a in ta in ing  service level constra ints. Using the a pp ro x im a tin g  expression 

for the expected inventory cost in  (7.43) we have the fo llow ing  o p tim iz a tio n  problem.

M
m in  Y ' h i { w i ~ g i ( w i+ i - w i , . . . , W M - w m - i )) (7-47)Wi

e-°c .  i “ i 

& G ,\

s.t. P [T l >  Wj] =  f i ( w i \  Wi+ \ / w i , . . .  , W '\ [ /w i)  e~°C ‘ w' <  et , i  =  1 , . . . ,  M .

w m  >  • • • >  Wo >  W\ > 0 .

Th is  problem  can be solved a na ly tica lly  using s tandard  nonlinear p rog ram m ing  techniques. 

Since there are a num ber o f  approxim ations involved in  th is  fo rm u la tion , i t  is o f interest 

to assess the accuracy o f the  so lu tion  when com pared w ith  “ b ru te  force”  s im ula tion. We 

w ill see in  Section 7.6 th a t the  so lu tion  predicted by the  problem  in  (7.47) is accurate. The 

very s ign ificant advantage o f  ou r approach is th a t we can set the  p ro p e r hedging points 

ana ly tica lly , which leads to  huge com puta tiona l savings.

124

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

+ ( I> )



www.manaraa.com

7.5 Extensions: The Multiclass Case and Lost Sales

In  th is  section we discuss two simple extensions: i to  a supply chain m odel tha t can ac­

commodate m u ltip le  classes, and (ii) to a model where unsatisfied dem and a t stage 1 is lost 

instead o f backlogged.

7 .5 .1  T h e  M u lt ic la s s  C a se

In  th is  multiclass case, a  p roduc tion  po licy  consists o f  scheduling decisions as well. T ha t is,

a t each po in t in  tim e, and a t each fac ility  in  the chain, we have not on ly  to  decide whether

the fa c ility  w il l be w o rk in g  o r not, bu t also decide w h ich  products i t  w i l l  producing, i f

any. F ind ing  an o p tim a l p roduction  po licy  to m in im ize  expected inven to ry  costs subject

to  service level constra in ts is intractable, even in  a single stage system. Bertsimas and

Paschalidis [BP01] have proposed production policies in  the m ulticlass, single stage, problem

by using flu id  m odel analysis to obta in  a scheduling po licy  and large devia tions analysis

for the id ling  policy. In  th is  section we w ill use a scheduling po licy  th a t is m otivated by

fairness considerations and  ease o f analysis.

We extend the m odel depicted in  Figure 6.1 as follows. We assume th a t instead o f a

single product class the system  produces K  products. We w il l m a in ta in  separate finished

k 1goods inventory buffers fo r each product class in  fro n t o f  stage 1. We le t I n ' denote the

class k  inventory a t stage 1 fo r k  =  1 , . . . ,  K .  S im ila rly , we w il l m a in ta in  separate inventory

k ibuffers in  front o f each upstream  stage 2 , . . . ,  M .  We w il l  be denoting  by  I n the class k 

invento ry  at stage j , for k  =  1 , . . . ,  K  and j  =  2 , . . . ,  M .  F ina lly , we le t D * '1 denote the 

am ount o f external orders a rriv in g  at stage I  from  class k  du ring  tim e s lo t n.

We w ill im plem ent a scheduling policy which allocates a constant fra c tion  o f the capacity 

o f each fac ility  to  every class. In  particu la r, we w il l le t <pk,i denote the fra c tio n  o f the stage-z 

capacity B J, allocated to  class k  during  tim e slot n , fo r a ll A: =  1 , . . . ,  K  and  i  =  1 , . . . ,  M ,  

where 2jfc=i 4>k,i =  1- N ote  th a t (f>k,i is constant for a ll tim e  slots. T h is  p o lic y  w il l be referred 

to  as the generalized processor sharing po licy  (GPS) and has in  fact been analyzed in  the
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large deviations regim e by Bertsimas, Paschalidis and T s its ik lis  [B PT99] for the two-class 

case; an approx im ate  analysis for more than  two classes can be fo u n d  in  Paschalidis [Pas99]. 

The same p o licy  has been used by Glasserman [GIa96] in  a m u ltic lass  make-to-stock system. 

The GPS po licy  is a ttrac tive  because i t  guarantees a m in im um  fra c tio n  o f the capacity to 

every class. T hus, i t  can be viewed as fa ir since the perform ance o f a class cannot be 

compromised a t tim es tha t other classes are congested, as m ig h t happen for example w ith  

a p r io r ity  policy.

Notice, next, th a t according to the GPS po licy  the capac ity  a llocated to a class k 

can be d is tr ib u te d  to  the remaining classes d u rin g  times th a t class k  has no work to be 

done. T h is  a llo ca tion  o f the unutilized capacity can be done according to the weights 

(pk,i• As a resu lt, classes are "coupled", w hich leads to a ra th e r involved large deviations 

analysis (see [B P T 99 ]). To facilita te  the analysis in  our supp ly cha in  m odel we w ill make a 

s im p lify ing  assum ption. More specifically, we w il l decompose the  system across classes and 

ignore the u n u tilize d  capacity allocated to  a class during  tim es th a t o the r classes are not 

busy. A  s im ila r decom position assumption has been made in  [G la96]. Hence, the multiclass 

supply chain is decomposed in K  single class chains and the resu lts we have developed are 

im m ediately app licab le . In  particu la r, ou r single class asym ptotics and hedging points can 

be derived for each class k by using capacity at each stage i  du ring  tim e slo t n.

The lim it in g  log-m om ent generating function  and the corresponding large deviations rate 

function o f the process n € Z }  can be easily derived from  Ag, (9) and A

respectively. O f course, fo r s tab ility  purposes we have to assume

E[£>£’1] <  m in

for a ll k  =  1 , . . . ,  K .
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7 .5 .2  A  M o d e l w ith  L o st S a le s

We next tu rn  o u r a tten tion  to  a m odel where i f  inventory is no t available, external dem and 

is lost and n o t backlogged. VVe w il l  s ta r t the discussion w i th  the  m ulti-echelon inventory 

model.

C onsider the  supply chain m odel o f  F igure 7.1 opera ting  u nde r the echelon inventory 

policy o f Section 7.2. Assume th a t unsatisfied demand is lost. O u r nota tion  for the lost 

sales system  w il l  para lle l the one we used in  Section 7.2. Le t X \  and Y£ denote the echelon 

inventory and  shortfa ll, respectively, a t tim e  slot n  for stage i  =  1 , . . . ,  M .  Let also w  =  

( w i , . . . ,  w m ) denote the hedging p o in t vector. We can o b ta in  an evo lu tion  equation for 

(respectively, Y*) by in tro d u c in g  a reflecting boundary a t zero (respectively, u/t ) in  

Equations (7.2) and (7.3) (respectively, (7.4) and (7.5)). In  p a rtic u la r, fo r VJJ we have

Y*+ l  =  m in {m a x {y ^  +  D ln -  B ln , 0 , Y ^ 1 +  D vn -  (w i+ l  -  «/,•)},«/<}, (7.48)

i  =  1 , . . .  , M  -  1,

Y f h  =  m in {m a x {y ^ v/ +  L»i - 5 ^ , 0 } ,  ^ } .  (7.49)

In the lost sales system the steady-sta te  stockout p ro b a b ility  is P [ X l =  0] or, equivalently, 

P f K 1 =  -u/j]. As in  Sections 7.2-7.4 , o u r objective is to  m in im ize  the  expected inventory 

cost sub ject to  m a in ta in ing  these p ro ba b ilitie s  below given thresho lds et for each stage i .

Note th a t the  steady-state stockou t p ro b a b ility  a t stage 1 can be in terpreted as the long­

term  average fra c tion  o f tim e  th a t the  system has no stock (u n de r e rgod ic ity  assumptions). 

Th is can be connected w ith  the  percentage o f orders th a t are los t. Consider the case o f a 

B ernou lli dem and process (i.e., D ln is one w ith  p ro ba b ility  p  and zero otherwise at each tim e 

slot n  and independently  o f a n y th in g  else in  the system). Then  th e  steady state p ro ba b ility  

tha t an o rde r is lost is p P \Y l =  Wi],  w h ich  is the same as the expected amount o f lost sales 

(in p roduct tim e ). The same reasoning does not app ly  fo r a rb it ra ry  demand processes, 

since they  m ay not see “ tim e  average” ; the p ro ba b ility  th a t an o rd e r is lost w ill depend on 

the d is tr ib u tio n  o f the dem and process. To avoid such com p lica tions and have a measure
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th a t depends on the system  we opted for s teady-sta te  stockout p ro b a b ility  to  cons truc t 

service-level constraints.

T he  m a in  resu lt is th a t  the  large deviations exponent o f  the stockout p ro b a b ility  in  

the lost sales m odel is th e  same as the one in  the m odel w ith  backorders considered in  

Section 7.2. M ore specifica lly, we w il l  require the dem and and p roduction  processes sa tis fy  

the fo llow ing  version o f a sample path large deviations p rin c ip le  (SLD P) (see [BPT99] fo r an 

extended discussion on S P LD P s). Le t { X j ; j  € Z }  denote any o f  the demand or p ro du c tio n  

processes, and let S *k =  Y lr = j  -^r denote the p a r tia l sums o f the process X .  We w i l l  be 

assum ing th a t for a ll n >  K  and a ll fco,. . . ,  krn w ith  1 =  ko <  k i <  ■ - • <  km =  n.

e-(ne2+ E ^ o l (*.+ i-*.)A ;vK ) )  <  p[|S £ + i.*1+l — {k i+ i — A:t )a j| <  et n , i  =  0 , . . . ,  m  -  1]. (7.50)

In tu it iv e ly , th is  assum ption deals w ith  the p ro b a b ility  o f  sample paths th a t are constra ined 

to be w ith in  a tube a round  a “polygonal”  pa th  made up w ith  linear segments o f  slopes 

a o ,. . . , am_ i-  Th is  assum ption  is satisfied by a large class o f  processes, inc lud ing  renewal, 

M arkov-m odula ted, and s ta tio n a ry  processes w ith  m ild  m ix in g  conditions (see [Cha95]). I t  

can also be seen from  the d e riva tio n  o f  the large dev ia tions ra te  function  in  [Cha95] th a t the 

tim e-reversed process X  has the  same large devia tions ra te  func tion  as the forw ard process.

We firs t p rovide an a lte rn a tive  expression fo r d*G t in  (7.7).

L em m a 7.5.1 I t  holds

0G ! =  m in  i n f -  in f  ( A „ i  (x 0) +  Am  ( x t )) ,
’ a > 0  CL x o - x i = a

in f  — in f  ( A ^ i^ o )  +  S iA ^ i ( x i )  -h ^2 A g 2(x2)) , . . . ,
a > 0  a x o — £ 1 X 1 — 6 >X2 = a p i

(£i ,£2)€C?2

i n f -  in f  (A ^ i (x0) +  £ iA g i ( x i ) -H-------- 1- ( x m ) )  ■ (7.51)
a > 0  a  x o —^ i x i  € M X \ f = a p \ [ - i

P ro o f :  C om paring  (7.7) and  (7.51) i t  suffices to  show
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a> 0  a xq—̂ i x i
in f

Z , x , = a / 3 , - i
(A*D+ (x 0) +  SiA*BT (x l ) +  - - - + 6 A*bT ( ^ ) )  =

(£i )eo,

in f (A q i (x 0) +  ( x L) -F  1- (x ,))
a > 0  a x o —£ i x t ------- ( , x t = a / 3 , - i

( ( i .....€.)€CJ,

for some a rb itra ry  i  =  1, - . . ,  M . We w il l denote by LHS (respectively, R H S) the expression 

on the le ft hand side (respectively, r igh t hand side) o f the above.

F irs t observe th a t LHS <  RHS, since fo r any X  and any a we have A x~(a) <  A ’Y(a) 

and A*xt ( a )  <  A*v (a) (cf. (1.10) and (1.11)).

Next consider an o p tim a l solution y  =  (a *,X Q ,. .  -, x *,£J , . . . ,  £’ ) o f  the  op tim iza tion  

problem in  the LHS. W ith o u t loss o f genera lity, assume tha t >  0: otherwise

some terms w il l be e lim ina ted  from the ob jec tive  function  and the rest o f  the  p ro o f carries 

through. F ix  e >  0, su ffic ien tly  small. We w il l  construc t a feasible so lu tion  y '(e ) o f  the LHS 

tha t is also op tim a l. We w il l d istinguish several cases:

1. Suppose Xq >  E[Z?1] and x* <  E [B J] fo r a ll j  =  1. . . .  , i .  Then set y 7 =  y .

2. Suppose Xq <  E fD 1]. Note tha t by fea s ib ility  Xq — £Jxj — ••• — £,*xj >  0. This 

im plies tha t fo r some j  =  1 ... .  . i .  x j  <  E [f? J]. Otherwise, i.e., i f  x ’  >  E [5 J] fo r a ll 

j  =  I , . . .  . i .  we have

m in  E [f?Jl <  0,
j€{

by the s ta b il ity  cond ition  (6.1). Then set

which is feasible. Note tha t since A ^ ( - )  is equal to zero below the  mean E [D L] and 

A g7(') *s uonincreasing below the mean E [H J] the objective value o f  the  op tim iza tion  

problem  in  the  LHS a t y '  is no more tha n  the corresponding value a t y . Hence, y ' is 

also op tim a l.
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3. Suppose th a t  fo r some j ,  j  =  1 , . . .  , i ,  x j  >  E  [.£?■*]. We d is tin g u ish  tw o cases:

(a) Suppose Xq >  E fD 1]. Then set

y  —  i  2 -0  L 7 -  • • j  —  L » - E j  ^ j + l  ■X'i i  £ l  i  • • • i  )  »

w h ich  is feasible. Note th a t since A ^ ( - )  is nondecreasing above the  mean E [Z )X] 

and is equal to  zero above the mean E[2?J] the  ob jec tive  value o f the

o p tim iz a tio n  problem in  the LHS a t y '  is no more than  th e  corresponding value 

at y .  Hence, y'  is also op tim a l.

(b) F in a lly , suppose that Xq =  E[£>1]. Then the same argum ent as in  Case 2 above 

establishes th a t for some j '  =  1 , . . . ,  i  not equal to j  we have x j,  <  E [Bi ' ]. Then 

set

y =  (a i x 0 > • • • j x j —1 i x j  ~  7T» Xj + 1 ’ ■ ’ ' ’ Xj ' —l ’ Xj '  ’ x j ' + l  ’ ‘ ' ' Xi ’ ^ 1  ’ ■ ‘ ' ’ )’
S/ S '

w h ich  is feasible. Note tha t since (•) is nonincreasing be low  the  mean E[Z?J ] 

and is equal to  zero above the mean E \B*\ the  ob jec tive  value o f  the

o p tim iz a tio n  problem in  the LH S  a t y ' is no more than  the  corresponding value 

a t y. Hence, y ' is also op tim a l.

G iven y  we keep repeating the procedure in  Case 2 and 3 above u n t i l  we construct a new 

op tim a l so lu tion  y '  =  (a '. x 'Q, . . . ,  x j, £'t , . . . ,  £() th a t satisfies x'Q >  E [Z?1] and x j  <  E [R J'] for 

a ll j  =  1 . . . ,  i .  Such a y'  is feasible for the  o p tim iza tio n  problem  in  th e  RHS and achieves 

the same o b jec tive  func tion  value for b o th  RHS and LHS. The  o p tim a l value o f the RHS 

can be no worse. Thus, RHS <  LHS. ■

U nder som ewhat more restrictive assum ptions on the demand and p ro du c tio n  processes 

(some form  o f  a sample pa th  large devia tions p rinc ip le  as we sta ted before) we obta in  the 

fo llow ing theorem .
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Theorem 7.5.2 Assume the hedging po in ts  uq, w-i, ■ ■ ■, wm in  the m ulti-echelon lost sales 

system satis fy

wi+ i =  fo w i,  i  =  1, -  1,

where /?,- are constants and 1 <  <  —  <  /3:u -  i • The steady-state s h o rtfa ll T 1 o f echelon

1 satisfies

l im  —  lo g P f y 1 =  W!] =  - d c  l7 (7.52)
W l —too W \

where Oq  j is  given by (7-7).

P ro o f :  R ecall th a t for each tim e s lo t n  the  lost sales system satisfies th e  evo lu tion  equations 

(7.48) and (7.49), w h ile  the system w ith  backorders satisfies E uqa tions (7.4) and (7.5). We 

define dem and and p roduction  processes on the  same p ro b a b ility  space fo r bo th  systems so 

th a t they are d riven  by identical sample paths. We observe th a t for a l l n  i t  holds Y^ <  Y^. 

Hence, by us ing P ropos ition  7.2.3 and 7.2.4 we obta in

lim s u p  —  lo g P [y l =  W]} <  lim s u p  —  lo g P fy 1 >  uq] <  —9%
iui-foo W\ un->oo Wi

For the lower bound we w ill m im ic the p ro o f o f P roposition 7.2.2. The key o f tha t p roo f 

is th a t we iden tified  M  scenarios (Case 1 , . . . ,  M )  which led to  Y 1 >  v i\ .  The  probabilities 

o f these scenarios provide a set o f M  lower bounds: we select the t ig h te r by m axim izing over 

those. Here we w il l  establish th a t the scenarios provided there are also feasible scenarios 

in  the  lost sales m odel and lead to  Y l =  W]_. Using the same n o ta tio n  as in  the p ro o f o f 

P ropos ition  7.2.2, le t m  be large enough, choose a >  0, set w \  =  m a  and consider the 

fo llo w in f M  scenarios:

Scenario 1.

— Jx o I <  e0m , j  =  1 . . . ,  m } ,  { |S ® j -  j x i \  <  e \ m , j  =  l . . . , m } ,

w here xq , x i  >  0, eo,ei >  0, xq — x \  =  a 4 - e', and e' =  eo +  t \ .
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Scenarios i  =  2 , . . . ,  M .

{ |5 P j -  j x Q\ <  e0m , j  =  1 . . . , m } ,

{ |5 ® j - j x  L| <  6! m u '  =  1 . . .  , m i { | S / f c j L l + lt* i_ l+ j  -  j x i \  <  C im ^ j =  1 . . .  ,m ,} ,

where x 0, . . .  ,x , >  0, e0, • - •, >  0, x 0 -  f t x i  — £iX{ =  (a +  e ') A - 1 , f i  =  m y /m

fo r j  =  1 , . . . ,  i,  ( f i , . . . ,  6 )  €  C?£, and e‘ =  e0 H b ez, and f o - i  =  (i  -  1) +  my.

U sing  the  same arguments in  the p ro o f o f P roposition 7.2.2, according to scenario i  the 

s h o rtfa ll in  the  system w ith  backorders builds up linearly  w ith  m  a t a rate o f a ■+■ e'. where 

e' —»■ 0 as eo, . . . ,  e; —>• 0. I t  reaches m (a  +  e') in m  tim e slots. Now from  (7.48) and (7.49) 

note th a t s ta r t in g  from zero and follow identica l sam ple paths u n til they h it w \.  

Hence, Y „  reaches w x =  m a  in  m  tim e  slots. Thus, using the  same nota tion  as in  the p roo f 

o f P ro po s itio n  7.2.2, for every i  =  1 , . . . .  M  we have

P f y 1 =  ma]

> P [m in {G m, m a} =  ma]

> P [|S ,̂ ?l -  j x  0| <  e0m , j  =  1, —  , m ] x  P [|S£* -  j x i \  <  ex m i , j  =  l , . . . , m i ]  x  . . .  

x  P [ |5 ® l l+ i A _l+ i  -  j x i \  <  e.mz, j  =  1 , . . .  ,rm ]

> e _ m ( A D l ( l 0 ) + ^  Aa i (x i H  l^ d + e )

where m  is large enough, e —> 0 as €o,. . . ,  e, —> 0, and the last inequa lity  above is due to  

the S P LD P  assum ption in  (7.50). As in  the p roof o f P ropos ition  7.2.2 we optim ize over a ll 

param eters o f  scenarios i  to o b ta in

l im in f  —  lo g P jY 1 =  in i] >
t i / i—̂ OO W \

- i n f -  in f  (A ^ , (x 0) +  £ iA g , ( x t ) H +  & A g ,(x , ) ) .
a> 0  (X x o — £1X1---------£ tX i= a p ,_ i

( h  fi)eo ,
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B y using Lem m a 7.5.1 and selecting the tigh tes t bound among a ll scenarios 1. — , M  

we obta in

l im in f  —  lo g P IV 1 =  t i/ i]  >  —6q  l-
w i —foo W \  '

■

Following an analysis th a t parallel the one in  Section 7.4 we can also obta in  the to ta l 

expected invento ry  cost in  the lost system. I t  is g iven by

iu

i - 1

Thus, to ob ta in  the hedging p o in t vector we can construct an op tim iza tion  problem  s im ila r 

to  the one in  (7.47).

A  lost sales extensions to  the local inventory case, handled by our decom position ap­

proach in  C hapte r 5 and  C hapte r 6, appears to be more involved. The single-stage result 

o f P roposition 5.2.1 can be readily  extended to the  lost sales model by tak ing  the  lim it 

/3 =  (/3 i,. . .  ,/Sm _i) —> oo in  Theorem 7.5.2 (cf. R em ark 3 in  Section 7.2.3). By do ing  this, 

we obta in  tha t the  decay ra te  o f the stockout p ro b a b ility  in  a single-stage lost sales m odel is 

the largest roo t o f  A d (0 ) +  A a (— 6) =  0, where D  and B  denote the demand and p roduction  

process, respectively. U sing ou r decomposition technique, though, to handle the m ulti-stage 

case requires characte riz ing  the departure process o f  a G /G / 1 queue (Theorem 6.2.1). In  

the lost sales model, one needs to extend tha t resu lt and characterizes the departure  pro­

cess o f a G / G / l  queue w ith  a fin ite  buffer. We conjecture th a t this is doable a long the 

lines o f the resu lt in  [B P T 98b ]. A  simple approx im ation  can be easily developed by using 

the departure process in  an in fin ite  buffer G /G / 1 queue to  ob ta in  a bound on the  large 

deviations rate fu n c tio n  o f  the departure process fro m  a queue w ith  a fin ite  buffer. Using 

such an app rox im a tion  one can apply our results in  C hapte r 6 to  treat the local invento ry 

case w ith  lost sales.
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7.6 Numerical Results

In  th is section, we present numerical results to  evaluate the perform ance o f  the proposed 

large deviations approxim ations. We w il l consider a two-stage system and we w il l  (a) use 

the decom position  approach developed in  Section 6.2 to  derive a base-stock p o licy  fo r each 

stage under a v a rie ty  o f  service level requirem ents, and (b) use the echelon base-stock policy 

analyzed in  Section 7.1 to optim ize the expected inventory cost sub jec t to  service level 

constraints. W e w il l  also present an exam ple dem onstra ting  th a t de ta iled  d is trib u tio n a l 

in fo rm a tion  on th e  dem and and p roduc tion  processes is c r itica l in  m ak ing  inven to ry  control 

decisions.

Th roughou t th is  section we consider M arkov-m odu la ted  demand and  p ro du c tio n  pro­

cesses. F igure  7.6 depicts the model o f the dem and and p roduction  processes in  a two-stage 

supply-chain. W e w il l  be referring to  th is  system  as Example 1. N otice  th a t according to 

the mean p ro d u c tio n  capacities the bottleneck is the firs t stage. We cons truc t Example 2 by 

exchanging the o rd e r o f  the two p roduc tion  fac ilities . The 3-stage exam ple we w il l consider 

w ill be referred to  as Example 3.

D l

0.6 0.8 

V _ J o.2 /
0 .4  0 .6

0 .4

r  =  ( 2 ,8 ,0 .5 )  r  =  ( 0 ,4 )  r =  ( 0 ,4 .5 )

E [D l] =  2.69 E [fi'j =  3.11 E [B '1) =  4 .0

V ar(  D 1) =  8 .87  Y a r ( B l ) =  2 .7 7  V ar(Z ?2) =  2 .0

F ig u re  7 .6: The models of demand and production processes in Example 1, a 
two-stage system. VVe denote by r  the vector of demand or production amounts 
at each state o f the corresponding M arkov chain.

7 .6 .1  A  T w o -S ta g e  S u p p ly  C h a in  w it h  th e  D e c o m p o s it io n  A p p ro a c h

For bo th  exam ples we use the approach developed in  Section 6.2. U s ing  the result o f 

Theorem 6.2.2 we com pute the asym pto tic  decay ra te  o f the stockout p ro b a b ility  a t each
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stage, nam ely,

dmL l  =  0.093, 0*L2 =  0.334,

for E xam ple  1 and

d l y i =  0.258, 02,2 =  0-093,

for E xam ple  2. To compute a n a ly tica lly  the hedging po in ts we use the expression in  (6.20). 

To com pute  the prefactor Ci (c f.(6 .19)) we sim ulated the  system  to  ob ta in  the expected 

shortfa lls , w h ich  axe independent from  the hedging points (since we decomposed the system). 

In  Table 7.1 we compare the ana ly tica l results w ith  s im u la tion  resu lts  for Example 1. Results 

for E xam ple  2 are in  Table 7.2. In  bo th  tables, the f irs t co lum n  lis t the desired service 

level requirem ents fo r stages 1 (fin a l p ro du c t), and the second co lum n lis t the assumed 

service level requirem ents for stage 2. The th ird  and fo u rth  co lum n  lis t the ana ly tica lly  

com puted hedging points, for stages 1 and 2, respectively. W e s im u la ted  the system w ith  

these hedging points. In  bo th  tables, we re p o rt in  the 5 th  a nd  6 th  co lum n the sim ulated 

value o f the  expected inventory at stages 1 and 2, respectively. F ina lly , in  the last two 

columns we re p o rt the actual s im u la ted  stockout p ro ba b ility  a t each stage.

A n a ly tic a l Results S im u la tion  Results
ei W i Wo E [ ( / l )+ ] P [ /1 <  0] 10 II o

0.20 io ~ - 15.73 10.79 8.23 9.86 0.227 1.349 x 10"2
0.15 10-'- 18.82 10.79 10.70 9.86 0.175 1.349 x 10“ 2
0.10 10~2 23.17 10.79 14.42 9.86 0.120 1.349 x 10"2
0.05 1 0 "2 30.61 10.79 21.20 9.86 0.0633 1.349 x 10"2
10“ ^ 10“ 2 47.87 10.79 37.89 9.86 1.444 x  10~2 1.349 x 10“ 2
10~2 10“ 3 47.87 17.70 38.61 16.63 1.060 x  10~2 1.084 x  10"3
io~3 10“ 3 72.58 17.70 63.22 16.63 1.048 x  10~3 1.084 x 10"3
1 0 "3

T1o

72.58 24.60 63.28 23.51 0.996 x  10~3 0.959 x 10"4
10~4 10“ 4 97.29 24.60 87.98 23.51 1.044 x  10“ 4 0.974 x 10"4
10“ 4 10"° 97.29 31.50 87.99 30.40 1.038 x  10~4 0.936 x 10"5
io -° 10"° 121.99 31.50 112.69 30.40 1.135 x  10~5 0.936 x 10~5
10“ 5 10“ b 121.99 38.40 112.69 37.30 1.131 x  10"° 1.046 x 10"6

T a b le  7.1: Numerical results from  the decomposition approach for Example 1. 
The simulated values for the expected shortfalls, that are used in computing the 
prefactors Ci, are E [L l ] =  9.297 and E [L2] =  1.098. Expected inventory costs 
are reported in Table 7.4.

135

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

A n a ly tica l Results S im u la tion  Results
ei w i W2 e [ ( / i h E [/*J P [ / 1 <  0] P [ / 2  =  0]

0 . 2 0 1 0 “ 2 4.41 46.55 2.78 38.48 0.196 0.939 x  10“ *
0.15 1 0 - * 5.53 46.55 3.69 38.48 0.156 0.939 x  1 0 -*
0 . 1 0 1 0 " * 7.09 46.55 5.03 38.48 0.111 0.939 x  10“ *
0.05 1 0 " 2 9.78 46.55 7.49 38.48 0.0612 0.939 x  1 0 -*
1 0 “ 2 1 0 " 2 16.01 46.55 13.52 38.48 1.396 x 10" 2 0.939 x 1 0 "*

M1o

1 0 “ 2 16.01 71.25 13.61 63.06 1 . 0 2 2  x  1 0 “ 2 0.983 x  10" 2

1 0 ~ 2 1 0 " 2 24.92 71.25 22.48 63.06 1.346 x  10" 2 0.983 x  10“ 2

1 0 ~ 2 1 0 " 4 24.92 95.96 22.50 87.75 1.137 x  10" 2 1.256 x  10- 4

1 0 ~ 4

<7 1 
, 

O 
1 33.83 95.96 31.41 87.74 1.158 x  10~ 4 0.966 x  10" 4

1 0 ~ 4 1 0 “ ° 33.83 120.67 31.41 112.45 1.084 x  10- 4 0.903 x  10“ °
1 0 ~ 5 1 0 ~ 5 42.74 120.67 40.32 112.45 1.083 x  10“ ° 0.903 x  10“ °
1 0 " ° 1 0 ~ 6 42.74 145.37 40.32 137.16 1.068 x  1 0 " ° 0.864 x  10“ b

Table 7.2: Numerical results from the decomposition approach for Example 2.
The simulated values for the expected shortfalls, tha t are used in computing the 
prefactors c;, are E fL 1] =  2.420 and E[£~] =  8.216. Expected inventory costs 
are reported in Table 7.6.

In  most cases, we select the service level requirem ent o f  the second stage to  be same as, 

o r one order o f m agnitude less, than  ei. For those large stockout probabilities (ei >  0.01), 

we set €2 =  0.01. The num erical results suggest tha t th is  suffices to make the decom position 

approach valid. In  particu la r, we observe tha t the proposed large deviations asym pto tics  are 

fa ir ly  accurate, they capture the exponent o f the stockout p ro bab ility  and get fa ir ly  close in  

the firs t s ignificant d ig it. O f course, there are many com binations o f w \ and W2 th a t w ould 

lead to  the same service level. O u r decomposition approach yields one possible com bina tion . 

In  particu la r, the decomposition approach m in im ises the required safety stock fo r stage 1, 

w i,  since it  assumes th a t no upstream  m ateria l requirem ent constraints are in  effect. In  the 

next section we explore how we can select the best such com bination to m in im ize expected 

inventory costs.

7 .6 .2  A  T w o -S ta g e  S y s te m  w ith  M u lti-E c h e lo n  A p p roach

Next we apply the m ulti-echelon approach to bo th  Exam ples 1 and 2 considered above.

We start w ith  Exam ple I.  Using the results o f Theorem  7.2.1, C oro lla ry 7.2.6 and the
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characterization o f 9 q  l in  Equation (7.21) we obtain

d[ =  d2 =  0.0932,

and

d c ,i =  m in ^ - 9 2)  =  0.0932,

fo r a ll W2 >  w i.  For echelon 2, we obta in 8 q 0 =  0.2584.

We select uq =  10, 30, 50, and for each twj, select wo such tha t =  1, 1.5, 2 , 2.5,

3.5. We sim ulated the system w ith  those sample po in ts  (w i,w o ) and to  construct the 

prefactor / i( u q , /3 i)  fo r the stockout p ro ba b ility  and the approxim ation  <71 ( A i )  for the 

expected shortfa ll. B y  s im u la tio n  we also ob ta in  E [Y 2] =  2.42, and C2  =  # c ,2 E [ ^ 2] =  0.63, 

which w il l be used as a p re facto r in  the echelon- 2  s tockout p ro ba b ility  (as in  (6 .2 0 )).

We solved the non linear program m ing problem  in  (7.47) for a va rie ty  o f service level 

requirements ei (we im pose no service level requirem ent on stage 2 , i.e., £ 2  =  1 ) and  holding 

costs h  =  ( /q , /1 2 ) for stages 1,2, respectively. The  resu lts are reported in  Table  7.3. There 

are two m ain  observations we can make:

•  O ur ana ly tica l app ro x im a tio n  for the stockout p ro b a b ility  and the expected inventory 

cost is very accurate. To see tha t compare (i) the ac tua l stockout p ro b a b ility  (column 

5 in  the table) achieved by the optim al so lu tion  o f the o p tim iza tio n  problem  in 

(7.47) w ith  the corresponding service level requirem ent c i, and ( ii)  the ac tua l inventory 

cost o f (co lum n 6 ) w ith  its  ana lytica l app rox im a tion  (column 4). O ur results are 

accurate even for re la tive ly  large stockout p robab ilitie s , tha t is, away from  the large 

deviations lim it in g  regime.

•  The perform ance o f  o u r ana ly tica lly  obta ined p o lic y  is ra ther close to  the  optim a l 

po licy  (obta ined by s im u la tion ). In  fact, ou r po licy  is w ith in  at most 2%  o f the  op tim a l 

(difference o f co lum n  6  and 9), which drops to  a t m ost 1% i f  we ignore the firs t row
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h
Analytical Results Simulated Values Simulation Results

WA E[C\ P[A ' 1 <  0] E[C] w.s P [X l <  0] E[C\
0 . 2 0 (14) (16.57,20.71) 28.6 0.208 29.2 (17,21) 0.199 29.8
0.15 (1 ,1 ) (23.41,23.41) 34.3 0.157 34.4 (20,24) 0.150 34.7
0 . 1 0 (1 ,1 ) (27.76,27.76) 41.9 0.103 42.0 (26,28) 0.099 42.3
0.05 (1 ,1 ) (35.25,35.25) 55.8 0.052 55.9 (32,36) 0.049 56.4
1 0 - - ( 1 ,1 0 ) (52.51,52.51) 541.3 1 .0 1  - 1 0 - - 541.3 (50,53) 0.99 • 10-- 546.2
1 0 - - (1 ,1 ) (52.57,52.57) 89.6 1 .0 1  - 1 0 - - 89.6 (50,53) 0.99 - 10- 2 90.0
1 0 - - (5,1) (52.50,52.50) 246.7 1 .0 1  - 1 0 - - 246.6 (50,53) 0.99 • 10~ 2 247.2
1 0 -'- (600,1) (47.72,95.44) 23218 1.03 - 10-'- 23211 (48,57) 1 . 0 0  • 1 0 " 2 23257
1 0 - 3 (1 ,1 ) (77.21,77.21) 138.7 1.03 • 10- 3 138.7 (74,78) 0.99 - 10- 2 139.4
1 0 - 4 (1 ,1 ) (101.93,101.93) 188.1 9.96 • 10"° 188.1 (99,102) 9.82 - I0~b 187.8

Table  7.3: Numerical results for Example 1 operated under the multi-echelon 
policy. We denote by (3rd column) the hedging vector obtained by solving 
the optim ization problem in (7.47). Similarly, w£ (7th column) denotes the 
hedging vector obtained by brute-force simulation over integer points. The 4th 
column (E [C j) lists the optimal value o f the optimization problem in (7.47), that 
is, our analytical approximation o f the tota l expected inventory cost o f the policy 
in column 3. Column a and 6  lis t the stockout probability and expected inventory 
cost, respectively, obtained by simulating the policy o f column 3. Column 8  and 
9 list the stockout probability and expected inventory cost, respectively, obtained 
by simulating policy of column 7.

o f the tab le . 1

To assess the efficiency o f the a n a ly tica l approach, note th a t to  op tim ize  the expected 

inventory cost by s im u la tion  we need to  s im ula te  for a ll possible integer com binations o f m i 

and W2 and select the one tha t y ie lds the lowest cost. Moreover, s im u la tin g  sm all stockout 

probab ilities requires very large sample sizes. I t  usually takes from  several hours to  several 

days to  find  the o p tim a l by brute-force s im u la tion , depending on the length  o f sample paths 

(as d ic ta ted  by the service level requirem ents) and the num ber o f (m i,m 2 ) points. In  fact, 

these runn ing  tim es o f  brute-force s im u la tio n  were achieved by using in fo rm a tion  from  o u r 

ana lytica l results. Brute-force s im u la tio n  w ith  no in fo rm ation  at a ll w ou ld  take much longer 

and would be com puta tiona lly  in trac tab le  fo r the smaller ei- The non linear program m ing 

problem can ty p ic a lly  be solved w ith in  one m inu te  (for instances we considered), while “ pre­

processing”  (i.e., ob ta in ing  the prefactors) took  on the order 30m in. I t  is evident tha t the

*In  so m e  c a s e s  in  T a b le  7 .3 , a c h ie v e s  le ss  in v e n to r y  c o s t  t h a n  w j  b e c a u s e  in  t h e s e  in s ta n c e s  
s l ig h tly  v io la te s  t h e  s e rv ic e  level r e q u i r e m e n ts  ( d u e  to  t h e  la rg e  d e v ia t io n s  a p p r o x im a t io n ) .
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proposed ana ly tica l approach leads to  huge com puta tiona l savings a t a modest perform ance 

cost. I t  should  also be noted th a t in  the sim ulations we on ly  considered integer valued 

hedging po in ts  w i and W2 - A s  a resu lt, the discrepancies between ana ly tica l results and 

s im u la tion  in  Table 7.3 con ta in  th is  quantization  erro r and thus overestimate the actua l 

error o f  the  ana lytica l approach.

To compare the so lu tion  o b ta ined  by the multi-echelon approach w ith  the one obta ined 

by the decom position approach we report the la tte r value in  Table  7.4 (9 th  co lum n). Be­

cause we ignore coupling am ong stages the decomposition approach is not as accurate in  

approx im ating  P [ / 1 <  0]. Thus, in  some cases i t  leads to so lu tions v io la te  the service level 

requirem ent (more in  row 1-4 o f  Table 7.4 and s ligh tly  in  some o f  the  rem aining). In  terms 

o f invento ry cost, the m ulti-echelon approach leads, in  general, to  more efficient so lutions 

(except in  rows 1-4 and 8 o f  Tab le  7.4 in  which we end up w ith  less inventory cost because

we v io la te  the  service level requ irem ent).

A n a ly tica l Results S im u la tion  Results
ei €2 W l W 2 E [(J l ) + ] E [ f  ] P [ / 1 <  0] h i /l2 E [C ost]

0.2 1 0 -* 15.73 10.79 8.23 9.86 0.227 1 1 26.32
0.15 1 0 -* 18.82 10.79 10.70 9.86 0.175 1 1 31.26
0.1 1 0 -* 23.17 10.79 14.42 9.86 0.120 1 1 38.70

0.05 1 0 -* 30.21 10.79 21.20 9.86 0.063 1 1 52.26
10“ * 10~3 47.87 17.70 38.61 16.63 1.060 x  10“ * 1 10 591.01
10~* O 1 w 47.87 17.70 38.61 16.63 1.060 x  lO-'*4 1 1 93.85
10"* 1 0 -3 47.87 17.70 38.61 16.63 1.060 x  10“ '* 5 1 248.29
i o - ‘2 10-3 47.87 17.70 38.61 16.63 1.060 x  1 0 --i 600 1 23221.24
1 0 "3 1 0 "3 72.58 17.70 63.22 16.63 1.048 x  10"^ 1 1 143.07
1 0 - 3 1 0 "4 72.58 24.60 63.28 23.51 0.996 x  10_;i 1 1 150.07
10~4 10~4 97.29 24.60 87.98 23.51 1.044 x  10-4 1 1 199.47
10~4 1 0 -5 97.29 31.50 87.99 30.40 1.038 x  10"4 1 1 206.38

T ab le  7.4: The 3rd and 4th column report the hedging points obtained by the 
decomposition approach. We simulated the system to obtain E [ ( / l )+ ], E [/~ ], 
P [ / L <  0], and E[Cost]. To make comparisons w ith the results in Table 7.3 
note that holding costs h i,  ho for echelon 1 and 2, respectively, correspond to 
holding costs h i +  ho and ho for stage 1 and 2, respectively, in the decomposition 
approach.
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N ext we consider Exam ple 2. We compute

6 \ =  0.2584, do =  0.0932,

and

dmG l =  m in  ( o \ ,  ^0.2584,0.0932 ^  .

For echelon 2, we ob ta in  0G 0 =  0.0932.

As in  Exam ple 1 , we sim u la ted  the system w ith  sample points (w \,W 2 ), where w i =  

10, 30, 50, for each w \,  select w-i such tha t 0 i =  =  1, 2, 2.5, 2.7736, 3, 4, and construct

the p re factor fo r the  stockout p ro b a b ility  and the approxim ation  g j ( A i )  fo r the

expected shortfa ll. B y  s im u la tion  we also o b ta in  E[K2] =  9.28, and C2 =  0G 2E i\Y 2] =  0.865, 

w hich w i l l  be used as a pre factor in  the stockout p ro b a b ility  at stage 2 .

Solv ing the op tim iza tion  problem  in  (7.47) we ob ta in  the results reported in  Table 7.5. 

The results are s im ila r in  na tu re  to the ones we obta ined for Exam ple 1. T h a t is, our 

approxim ations are accurate fo r bo th  stockout p robab ilities  and expected inven to ry  costs 

and the ana lytica l so lu tion  in  w ith in  2.2% o f the op tim a l. Figure 7.7 depicts how the 

expected inventory cost (obta ined by s im u la tion) changes w ith  the hedging vecto r for the 

cases ej =  10-2 , h \ =  1, /1 2  =  1 and ex =  10-2 , h i  =  5, h<i =  1 (rows 5 and 6  in  Table 7.5). 

I t  can be seen tha t the po licy  obtained by our ana ly tica l approach is very close to  op tim a l; 

dev ia ting  from  can lead to  sign ificantly la rger expected inventory cost, w h ich  stresses 

the significance o f o p tim iza tion . F inally, as in  Exam ple I ,  we compare the m ulti-echelon 

po licy  w ith  the decom position po licy  in  Table 7.6. As expected the m ulti-echelon po licy  

leads to  more economic solutions.

7 .6 .3  A  T h r ee -S ta g e  S y s te m  w ith  M u lt i-E c h e lo n  A p p ro a ch

We next consider a three-stage system (Exam ple  3), w ith  the M arkov-m odulated demand 

and p roduction  processes depicted in  Figure 7.8.

We app ly  the m ulti-echelon approach to  Exam ple 3. Using the results o f Section 7.1 (cf.
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Cl h
Analytical Results Simulated Values Simulation Results

w *i E  [C] P [X l <  0] E (C\ w s P [X l <  0] E[C]
0 . 2 0 ( 1 ,1 ) (8.82,22.04) 20.9 0.198 2 0 . 1 ( 1 0 ,2 1 ) 0 . 2 0 0 19.8
0.15 (1 ,1 ) (10.06,25.19) 24.8 0.152 24.0 (10,25) 0.150 23.8
0 . 1 0 (1 ,1 ) (11.62,29.91) 30.7 0 . 1 0 2 29.9 (13,29) 0.099 30.1
0.05 ( 1 ,1 ) (14.18,38.05) 40.9 5.06 • 10-- 40.4 (15,37) 0.05 40.0
1 0 - - (1 ,1 ) (21.74,54.61) 64.7 1.03 • 10-- 64.4 (22,54) 1 . 0 0  - 1 0 "'- 64.0
1 0 - - (5,1) (17.75,62.15) 129.7 1.05 • 10~- 129.1 (18,61) 1 . 0 0  - 1 0 - - 129.1
1 0 - - ( 1 ,1 0 ) (26.92,52.81) 460.3 1.03 • 10-- 459.9 (22,54) 1 . 0 0  • 1 0 - - 467.2
io - a (1 ,1 ) (29.26,81.17) 98.7 1.07 • 10- 3 98.7 (30,81) 9.95 - lO - 4 99.2
lO- 4 (1 ,1 ) (38.21,106.00) 132.5 1 . 2 2  • 1 0 ~* 132.5 (40,107) 1 . 0 0  - 1 0 " 4 135.5

Table  7.5: Numerical results for Example 2 operated under the multi-echelon 
policy. The notation and the structure o f the table axe the same as in Table 7.3.

A n a ly tica l Results S im u la tion  R esu lts
Cl C2 Wl WO E [ ( / l )+ ] E [ /2] P [ / 1 <  0] h i ho E[Cost]

0 . 2 1 0 - ' 2 4.41 46.55 2.78 38.48 0.196 1 1 44.04
0.15 1 0 “ 2 5.53 46.55 3.69 38.48 0.156 1 1 45.86
0 . 1 lO " 2 7.09 46.55 5.03 38.48 0 . 1 1 1 1 1 48.54

0.05 lO " 2 9.78 46.55 7.49 38.48 0.061 1 1 53.46
1 0 "'^ 1 0 - 3 16.01 71.25 13.61 63.06 1 . 0 2 2  x  1 0 _ i 1 1 90.28
1 0 " 2 1 0 " 3 16.01 71.25 13.61 63.06 1 . 0 2 2  x  1 0 - 2 1 144.72
1 0 " 2 1 0 - 3 16.01 71.25 13.61 63.06 1 . 0 2 2  x  1 0 “ 2 1 1 0 780.31
lO " 3 1 0 “ 3 24.92 71.25 22.48 63.06 1.346 x  10“ 3 1 1 108.02
1 0 " 3 O 1 J- 24.92 95.96 22.50 87.75 1.137 x  10 “ 3 1 1 132.75
1 0 ~ 4 1 0 - 4 33.83 95.96 31.41 87.74 1.158 x  10 - 4 1 1 150.56
lO - 4 1 0 “ 5 33.83 120.67 31.41 112.45 1.084 x  10“ 4 1 1 175.27

Table  7.6: Comparing the multi-echelon policy w ith  the decomposition policy 
in Example 2.

(7.21), (7.22)), we o b ta in

0*i =  0 .1276,02 =  0.08663,03 =  0.08663,

and

=  m in  (e-u  ^ 9 5 ,  ^ 9 j )  =  m in  ( » i ,  ^ 9 j )  .

Therefore, the feasible set o f /3 =  ( P i ,@2 ) =  has tw o  regions determ ined by

P i : 1 <  P i <  ji- and P i >  . W e select w \ =  20,40,60 ,80 , a nd  fo r each w \, select a
2 2

set o f (w2 ,w s) to inc lude  some sam ple po in ts  on the bounda ry  a nd  inside the  two regions
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(a )  h i =  1, ho =  1. (b) h i  =  5, h i  =  1.

F ig u re  7.7: The optimal multi-echelon policies for Example 2 derived by sim­
ulation, where the service level requirement is £[ =  10-2 . (a) When /q =  1 and 
h i  =  1, w[ =  22, Wo =  54, E[Cost] =  64.04; (b) when h i =  5 and ho =  1 ,  

w{ =  18, Wo =  61, E[Cost] =  129.22. In each graph, the th ick curve is the 
boundary o f the set o f the feasible policies (i.e., set o f vectors ( w i , wo) satisfy­
ing the service level constraints), the optimal policy obtained by our analytical 
approach is marked w ith  a circle.

r  U = ( 1 . 2 . 1 0 . 2S) 
E [ D |  =  13.27

r „ .  = ( 3 .4 0 .0 0 )  

E [ B ‘ | =  43.30
r „ ,  =  ( 0 .2 0 .4 0 )  

E |B - |  =  29 .03

=  (20. 00) 
E [B J1 =  49.09

F ig u re  7.8: The models o f demand and production processes in Example 3.

o f /3. We s im u la te  the system a t those sample points and use the  approach o f Section 7.3 

to  ob ta in  f i ( w \ , & )  and gi(-), i  =  1 ,2 ,3 , and, as a result, the s tocko u t p ro b a b ility  and the 

expected inven to ry  cost.

We solve the nonlinear p rogram m ing  problem  in  (7.47) fo r a va rie ty  o f service level 

requirem ents ei and holding costs h =  (h i,  / i2 , /1 3 ). The  resu lts  are reported in  Table 

7.7. A ga in , we observe tha t the  a n a ly tica l results are very close to  the  ones obtained by 

s im u la tion . T h a t is, our approx im a tions are accurate fo r b o th  s tockou t probabilities and 

expected inven to ry  costs and the a n a ly tica l so lu tion is w ith in  a t m ost 2.5% o f the optim al.
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*1 h
Analytical Results Simulated Values Simulation Results

E[C] P[.Vl < 0] E[C] wj P [X l <  0] E  [C\

to- 1 (14.1) (27.5.53.7,68.7) 129.8 1.14 x I0_l 132.6 (23,51.74) 0.98 x 10"1 136.0
7 x 10-2 (1,1,1) (29.3, 59.0, 74.0) 142.8 7.55 x 10 "2 145.0 (23, 56, 80) 6.82 x 10“ 2 147.6
3 x I0 _ i (1,1,1) (35.2, 68.1, 88.1) 175.1 3.36 x 10-2 176.4 (28, 64, 92) 2.97 x 10"2 173.4

10“ 2 (1,1,1) (42.5,83.7,103.7) 215.6 1.15 x 10~2 215.8 (34,88,104) 1.01 x 10-2 211.5
10"2 (1,3,1) (43.9,78.5,108.5) 360.2 1.20 x 10-2 362.7 (34,85,106) 1.01 x 10“ 2 364.1
ur3 (1.1,1) (59.7,116.2,130.0) 289.9 1.08 x 10“3 290.1 (57,116,130) 1.01 x 10“3 287.5
10“ ' (1,1,1) (75.9,134.4,162.6) 362.3 0.97 x 10~‘ 363.5 (69,135,166) 1.00 x lO- '1 360.6

Table  7.7: Numerical results for Example 3 operated under the multi-echelon 
policy. The notation and the structure of the table are the same as in Table 7.3.

7 .6 .4  S ig n ifican ce  o f  D is tr ib u t io n a l In fo r m a tio n

As ou r f in a l example we present a two-stage supply chain  m odel operated under the  m u lt i­

echelon inventory policy. We w il l demonstrate tha t d is tr ib u t io n a l in fo rm ation  on the de­

mand and  service processes is c r it ic a l in making inven to ry  con tro l decisions. In  p a rticu la r, 

we w il l t r y  to  identify the bottleneck stage that determ ines the stockout p robab ility  a t stage 

1.

T he  demand and p roduc tion  processes are a ll d iscre te-tim e M arkov m odulated processes. 

Le ttin g  P  and r  denote the tra n s itio n  probabilities and the vector o f demand or p roduc tion  

amounts in  each state o f the corresponding M arkov chain  we set:

ro  =  (5 ,10 ), P  d =
0.2 0.8 

0.4 0.6
, E [D ] =  8.33,

and

r a 1 =  (°> 25), P Bi =

v b -  —  ( 0 i  1 4 ) ,  P B 2 —

0.2 0.8 

0.3 0.7

0.15 0.85 

0.05 0.95

, E [ 5 l ] =  18.18,

, E  [B 2] =  13.22.

A p p ly in g  the results o f Section 7.1 (cf. (7.21), (7.22)) we ob ta in

d l =  0.1785, 02 =  0.1785.
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Figure 7.9 depicts &* and &% as roots o f the corresponding nonlinear equation.

0.6

0 .4

0.2

-02

- 0 6
0 20.1 0 2 50 0 5 0 1 5U

F igure  7.9: For the example o f Section 7.6.4, we plot Ao(0) +  Ab i (—0),
Ad (&) +  A g 2 ( —0) and identify the corresponding largest positive roots 0* and 
do, respectively.

We compute

G*G ! =  m in (0 t, — 02) = 0 \ =  0.1785,

w hich according to  the  discussion in  Remark 2 o f Section 7.1 im plies tha t the “ bo ttleneck” 

is stage 1 in  the sense th a t the process B l  and not B~ characterizes the stockout p ro b a b ility  

a t stage 1. Th is seems to  con trad ic t naive in tu itio n  th a t  the “ bottleneck” is stage 2 since 

E [ i? 1] >  E [i? 2]! The conclusion th a t the “bottleneck”  is stage 1 is explained by n o ting  th a t 

B l is more bursty th a n  B 2.
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Chapter 8

Su m m ary and F u ture R esearch

We considered p ric in g  and resource a llo ca tio n  decisions in  com m unication and  supp ly net­

works w ith  Q u a lity  o f  Service ( QoS) considerations. In  p a rticu la r, we focused on revenue or 

welfare m a x im iza tio n  com m unication networks, and inven to ry  contro l in  su p p ly  chains sub­

ject to  given QoS requirements. C om p lica ted  stochastic processes and QoS m etrics make 

it  impossible to  analyze those stochastic networks exactly. Various asym pto tic  results were 

obtained in  the  w ork  o f this thesis.

8.1 Pricing in Multiservice Communication Networks

On pric ing , we s ta rted  w ith  the prob lem  o f p ric ing  single resource m ulti-service communica­

tion  systems, and  form ulated the revenue and welfare m axim iza tion  prob lem  as a dynam ic 

p r o g r a m m in g  problem . We explored the  properties o f  the op tim a l dynam ic  policy, and 

established some insightfu l, q ua lita tive  properties. We developed several app rox im a tion  

approaches, in c lu d in g  price aggregation and approx im ated  dynam ic program m ing, th a t can 

handle large scale problems. We derived an upper bound  fo r the o p tim a l revenue, which 

can be used to  evaluate the perform ance o f  our subo p tim a l policies when i t  is p rac tica lly  

impossible to  o b ta in  the op tim a l policy. We also proposed another su bop tim a l policy, the 

static p ric in g  po licy , and we provided an a lg o rith m  fo r ca lcu la ting  the b lock ing  p robab ilities  

for the s ta tic  po licy . Num erical results show th a t the expected revenue o f those suboptim a l 

policies are ve ry  close to the o p tim a l revenue.

Then, we considered a general, ne tw ork model and stud ied  the prob lem  o f  p ric ing  the
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use o f  the  available resources under b o th  revenue and welfare m axim ization  objectives. 

We established th a t s ta tic  p r ic in g  is asym pto tica lly  o p tim a l in  a regime o f many sm all 

users. T o  th a t end, we established th a t in  this l im it  the  b lock ing  probabilities under an 

app rop ria te  s ta tic  p ric ing  p o lic y  converge to  zero e xponen tia lly  fast. We characterized th is  

exponen tia l rate o f convergence, w hich allowed us to  o b ta in  sim ple estimates on the size 

o f the netw ork in w hich s ta tic  p ric ing  is w ith in  a given d istance from  the op tim a l. We 

characterized the s truc tu re  o f  asym p to tica lly  op tim a l s ta tic  prices and used th is s truc tu re  

to o b ta in  near-optim al policies away from  the lim it in g  regime. To tha t end, we employed 

a s im ulation-based o p tim iza tio n  m ethod tha t optim izes p o lic y  parameters by ob ta in ing  

grad ient in fo rm a tion  th roughou t the course o f a s im u la tion  o f  the system. O ur approach 

can hand le  large, realistic, p rob lem  sizes.

In  p ractice, where dem and is nonstationary but s low ly va ry ing , the proposed po licy  leads 

to tim e-o f-day  pric ing. There is substantia l accumulated experience w ith  such policies in  the 

te lecom m unications industry , w h ich  facilita tes the ir ac tua l im p lem enta tion. A  p ractica l im ­

p lem enta tion  would also need to  be coupled w ith  a dem and estim a tion  mechanism (in  fact, 

on ly  dem and e lastic ity  in fo rm a tion  is needed). The proposed simulation-based op tim iza tio n  

approach can be driven by the actua l operation o f the netw ork, instead o f a s im ulation. In  

th is se tting , a demand es tim a tion  mechanism can be n a tu ra lly  be incorporated.

We also studied revenue and welfare m axim ization problem s fo r networks w ith  demand 

s u b s titu tio n  effects. In  p a rticu la r, increasing the price o f  a class decreases its demand 

b u t m ay boost demand for o the r classes. We established the  asym pto tic  o p tim a lity  o f the 

p rope rly  chosen s ta tic  po licy  and characterized the s tru c tu re  o f the asym pto tica lly  o p tim a l 

s ta tic  po licy . A  num erical exam ple was presented to  show how we can use th is  s truc tu re  

and a sim ulation-based o p tim iza tio n  m ethod to ob ta in  a good s ta tic  p ric ing  policy.

Some in teresting problems th a t we w il l be focus on in  the  fu tu re  include the p ric ing  

o f netw orks tha t use dynam ic (instead o f fixed) rou ting , b o th  w ith  and w ithou t demand 

s u b s titu tio n  effects. We also p la n  to  consider models o f  dem and w ith  more com plicated 

stochastic characteristics.
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8.2 Inventory Control in Supply Chains

We have developed two p roduc tion  policies for in ven to ry  contro l in  a m u lti-s tage  single­

class supp ly  chain. Demand and service processes are general, p o te n tia lly  autocorre lated 

processes, which makes i t  possible to model com plex demand scenarios and failure-prone 

production  facilities. B o th  policies emphasize q u a lity  o f  service, which is becom ing im por­

tan t in  m odern m anufacturing , by m a in ta in ing  desirable service level constra in ts. The firs t 

policy is a base-stock po licy  th a t uses only local in ven to ry  in form ation . T h e  second po licy  

is an echelon-base stock policy. In  bo th  cases we re lied  upon large dev ia tions techniques 

for analysis. T h is  led to asym pto tica lly  t ig h t approxim ations for the s tockou t p robab ili­

ties w hich allows us to  a n a ly tica lly  obta in  app rop ria te  hedging points th a t  m a in ta in  the 

desirable service level constra ints.

O ur analysis under the echelon-base stock p o lic y  provides p a rticu la r ins igh t on how 

stockouts occur. In  p a rticu la r, i t  identifies a "bo ttleneck”  stage whose p ro d u c tio n  capacity 

is “ responsible” for stockouts a t stage 1. B u t, th is  “ bottleneck” stage is no t necessarily 

the one w ith  the smallest mean production capacity; i t  depends on the fu ll d is tr ib u tio n  

o f the p roduction  processes. We provided a s im ple num erical example to  underline th is  

observation, which a t firs t s ight m ight appear coun te r-in tu itive .

The echelon base-stock po licy  enables o p tim iz a tio n  among a ll possible hedging p o in t 

vectors th a t satisfy the service level constraints; by so lv ing a nonlinear o p tim iz a tio n  prob­

lem we select the one w ith  m in im um  expected inven to ry  cost. N um erica l resu lts show th a t 

the solutions obtained by analysis are very close to  the  ones obtained by  b ru te  force sim ­

u la tion . O u r ana ly tic  approach for selecting app rop ria te  hedging po in ts leads to  d ram atic  

com puta tiona l savings when compared to the tim e  needed to ob ta in  them  by  sim u la tion.

As a s im ple extension to  the m ulti-stage m ulti-c lass system, we proposed an approach to 

decompose the system in to  several multi-stage single-class systems using a processor sharing 

policy. O u r analysis, though, d id  not fu lly  take in to  account the fact th a t capacity can be 

reallocated from  id le classes to  busy ones. F u rthe r w ork w ill seek to o b ta in  tig h te r large
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deviations results fo r m ulti-stage systems, as fo r example in  [B P T 99 ]. I t  is also o f interest 

to consider a lte rna tive  scheduling policies.

A n  a d d itio n a l fu tu re  research d ire c tion  is to  analyze assembly a nd  d is tr ib u tio n  systems 

using large dev ia tio n  techniques. For an assem bly-to-order system, o u r  resu lt on single-stage 

system can be app lied , and an assem bly-to-stock system has s im ila r it ie s  to  the multi-stage 

systems we stud ied. For d is tr ib u tio n  systems, i f  we on ly  consider th e  su pp lie r side, the model 

is the same as fo r the  single-stage system w ith  aggregated dem and from  a ll retailers. Cases 

where re ta ilers and supp lie rs are more t ig h t ly  integrated needs m ore  care fu l investigation.
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